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Abstract

Generative Adversarial Networks (GANs) have been successful in producing outstanding
results in areas as diverse as image, video, and text generation. Building on these successes,
a large number of empirical studies have validated the benefits of the cousin approach called
Wasserstein GANs (WGANs), which brings stabilization in the training process. In the
present paper, we add a new stone to the edifice by proposing some theoretical advances
in the properties of WGANs. First, we properly define the architecture of WGANs in
the context of integral probability metrics parameterized by neural networks and highlight
some of their basic mathematical features. We stress in particular interesting optimiza-
tion properties arising from the use of a parametric 1-Lipschitz discriminator. Then, in a
statistically-driven approach, we study the convergence of empirical WGANs as the sample
size tends to infinity, and clarify the adversarial e↵ects of the generator and the discrimi-
nator by underlining some trade-o↵ properties. These features are finally illustrated with
experiments using both synthetic and real-world datasets.

Keywords: Generative Adversarial Networks, Wasserstein distances, deep learning the-
ory, Lipschitz functions, trade-o↵ properties

1. Introduction

Generative Adversarial Networks (GANs) is a generative framework proposed by Goodfellow
et al. (2014), in which two models (a generator and a discriminator) act as adversaries
in a zero-sum game. Leveraging the recent advances in deep learning, and specifically
convolutional neural networks (LeCun et al., 1998), a large number of empirical studies
have shown the impressive possibilities of GANs in the field of image generation (Radford
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et al., 2015; Ledig et al., 2017; Karras et al., 2018; Brock et al., 2019). Lately, Karras
et al. (2019) proposed an architecture able to generate hyper-realistic fake human faces
that cannot be di↵erentiated from real ones (see the website thispersondoesnotexist.com).
The recent surge of interest in the domain also led to breakthroughs in video (Acharya
et al., 2018), music (Mogren, 2016), and text generation (Yu et al., 2017; Fedus et al.,
2018), among many other potential applications.

The aim of GANs is to generate data that look “similar” to samples collected from
some unknown probability measure µ

?, defined on a Borel subset E of RD. In the targeted
applications of GANs, E is typically a submanifold (possibly hard to describe) of a high-
dimensional RD, which therefore prohibits the use of classical density estimation techniques.
GANs approach the problem by making two models compete: the generator, which tries
to imitate µ

? using the collected data, vs. the discriminator, which learns to distinguish
the outputs of the generator from the samples, thereby forcing the generator to improve its
strategy.

Formally, the generator has the form of a parameterized class of Borel functions from
Rd to E, say G = {G✓ : ✓ 2 ⇥}, where ⇥ ✓ RP is the set of parameters describing the
model. Each function G✓ takes as input a d-dimensional random variable Z—it is typically
uniform or Gaussian, with d usually small—and outputs the “fake” observation G✓(Z) with
distribution µ✓. Thus, the collection of probability measures P = {µ✓ : ✓ 2 ⇥} is the
natural class of distributions associated with the generator, and the objective of GANs is
to find inside this class the distribution that generates the most realistic samples, closest to
the ones collected from the unknown µ

?. On the other hand, the discriminator is described
by a family of Borel functions from E to [0, 1], say D = {D↵ : ↵ 2 ⇤}, ⇤ ✓ RQ, where each
D↵ must be thought of as the probability that an observation comes from µ

? (the higher
D(x), the higher the probability that x is drawn from µ

?).
In the original formulation of Goodfellow et al. (2014), GANs make G and D fight each

other through the following objective:

inf
✓2⇥

sup
↵2⇤

h
E log(D↵(X)) + E log(1�D↵(G✓(Z)))

i
, (1)

where X is a random variable with distribution µ
? and the symbol E denotes expectation.

Since one does not have access to the true distribution, µ
? is replaced in practice with

the empirical measure µn based on independent and identically distributed (i.i.d.) samples
X1, . . . , Xn distributed as X, and the practical objective becomes

inf
✓2⇥

sup
↵2⇤

h 1
n

nX

i=1

log(D↵(Xi)) + E log(1�D↵(G✓(Z)))
i
. (2)

In the literature on GANs, both G and D take the form of neural networks (either feed-
forward or convolutional, when dealing with image-related applications). This is also the
case in the present paper, in which the generator and the discriminator will be parameter-
ized by feed-forward neural networks with, respectively, rectifier (Glorot et al., 2011) and
GroupSort (Chernodub and Nowicki, 2016) activation functions. We also note that from an
optimization standpoint, the minimax optimum in (2) is found by using stochastic gradient
descent alternatively on the generator’s and the discriminator’s parameters.
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In the initial version (1), GANs were shown to reduce, under appropriate conditions,
the Jensen-Shanon divergence between the true distribution and the class of parameter-
ized distributions (Goodfellow et al., 2014). This characteristic was further explored by
Biau et al. (2020) and Belomestny et al. (2021), who stressed some theoretical guarantees
regarding the approximation and statistical properties of problems (1) and (2). However,
many empirical studies (e.g., Metz et al., 2016; Salimans et al., 2016) have described cases
where the optimal generative distribution computed by solving (2) collapses to a few modes
of the distribution µ

?. This phenomenon is known under the term of mode collapse and
has been theoretically explained by Arjovsky and Bottou (2017). As a striking result, in
cases where both µ

? and µ✓ lie on disjoint supports, these authors proved the existence of
a perfect discriminator with null gradient on both supports, which consequently does not
convey meaningful information to the generator.

To cancel this drawback and stabilize training, Arjovsky et al. (2017) proposed a modifi-
cation of criterion (1), with a framework called Wasserstein GANs (WGANs). In a nutshell,
the objective of WGANs is to find, inside the class of parameterized distributions P, the
one that is the closest to the true µ

? with respect to the Wasserstein distance (Villani,
2008). In its dual form, the Wasserstein distance can be considered as an integral prob-
ability metric (IPM, Müller, 1997) defined on the set of 1-Lipschitz functions. Therefore,
the proposal of Arjovsky et al. (2017) is to replace the 1-Lipschitz functions with a dis-
criminator parameterized by neural networks. To practically enforce this discriminator to
be a subset of 1-Lipschitz functions, the authors use a weight clipping technique on the
set of parameters. A decisive step has been taken by Gulrajani et al. (2017), who stressed
the empirical advantage of the WGANs architecture by replacing the weight clipping with
a gradient penalty. Since then, WGANs have been largely recognized and studied by the
Machine Learning community (e.g., Roth et al., 2017; Petzka et al., 2018; Wei et al., 2018;
Karras et al., 2019).

A natural question regards the theoretical ability of WGANs to learn µ
?, considering that

one only has access to the parametric models of generative distributions and discriminative
functions. Previous works in this direction are those of Liang (2018) and Zhang et al.
(2018), who explore generalization properties of WGANs. In the present paper, we make
one step further in the analysis of mathematical forces driving WGANs and contribute to
the literature in the following ways:

(i) We properly define the architecture of WGANs parameterized by neural networks.
Then, we highlight some properties of the IPM induced by the discriminator, and
finally stress some basic mathematical features of the WGANs framework (Section 2).

(ii) We emphasize the impact of operating with a parametric discriminator contained in
the set of 1-Lipschitz functions. We introduce in particular the notion of monotonous
equivalence and discuss its meaning in the mechanism of WGANs. We also highlight
the essential role played by piecewise linear functions (Section 3).

(iii) In a statistically-driven approach, we derive convergence rates for the IPM induced
by the discriminator, between the target distribution µ

? and the distribution output
by the WGANs based on i.i.d. samples (Section 4). We show in particular that when
studying such IPMs, the smaller the network is, the faster the empirical measure
converges towards µ?.
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(iv) Building upon the above, we clarify the adversarial e↵ects of the generator and the
discriminator by underlining some trade-o↵ properties. These features are illustrated
with experiments using both synthetic and real-world datasets (Section 5).

For the sake of clarity, proofs of the most technical results are gathered in the Appendix.

2. Wasserstein GANs

The present section is devoted to the presentation of the WGANs framework. After having
given a first set of definitions and results, we stress the essential role played by IPMs and
study some optimality properties of WGANs.

2.1 Notation and definitions

Throughout the paper, E is a Borel subset of RD, equipped with the Euclidean norm k·k, on
which µ

? (the target probability measure) and the µ✓’s (the candidate probability measures)
are defined. Depending on the practical context, E can be equal to RD, but it can also be
a submanifold of it. We emphasize that there is no compactness assumption on E.

For K ✓ E, we let C(K) (respectively, Cb(K)) be the set of continuous (respectively,
continuous bounded) functions from K to R. We denote by Lip1 the set of 1-Lipschitz
real-valued functions on E, i.e.,

Lip1 =
�
f : E ! R : |f(x)� f(y)| 6 kx� yk, (x, y) 2 E

2
 
.

The notation P (E) stands for the collection of Borel probability measures on E, and P1(E)
for the subset of probability measures with finite first moment, i.e.,

P1(E) =
�
µ 2 P (E) :

Z

E
kx0 � xkµ(dx) < 1

 
,

where x0 2 E is arbitrary (this set does not depend on the choice of the point x0). Until
the end, it is assumed that µ

? 2 P1(E). It is also assumed throughout that the random
variable Z 2 Rd is a sub-Gaussian random vector (Jin et al., 2019), i.e., Z is integrable and
there exists � > 0 such that

8v 2 Rd
, Eev·(Z�EZ) 6 e

�2kvk2
2 ,

where · denotes the dot product in Rd and k · k the Euclidean norm. The sub-Gaussian
property is a constraint on the tail of the probability distribution. As an example, Gaussian
random variables on the real line are sub-Gaussian and so are bounded random vectors. We
note that Z has finite moments of all nonnegative orders (Jin et al., 2019, Lemma 2).
Assuming that Z is sub-Gaussian is a mild requirement since, in practice, its distribution
is most of the time uniform or Gaussian.

As highlighted earlier, both the generator and the discriminator are assumed to be
parameterized by feed-forward neural networks, that is,

G = {G✓ : ✓ 2 ⇥} and D = {D↵ : ↵ 2 ⇤}
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with ⇥ ✓ RP , ⇤ ✓ RQ, and, for all z 2 Rd,

G✓(z) = Up
D⇥up�1

�
�

Up�1
up�1⇥up�2

· · ·�( U2
u2⇥u1

�( U1
u1⇥d

z + b1
u1⇥1

) + b2
u2⇥1

) · · ·+ bp�1
up�1⇥1

�
+ bp

D⇥1
, (3)

for all x 2 E,

D↵(x) = Vq
1⇥vq�1

�̃
�

Vq�1
vq�1⇥vq�2

· · · �̃( V2
v2⇥v1

�̃( V1
v1⇥D

x+ c1
v1⇥1

) + c2
v2⇥1

) + · · ·+ cq�1
vq�1⇥1

�
+ cq

1⇥1
, (4)

where p, q > 2 and the characters below the matrices indicate their dimensions (lines ⇥
columns). Some comments on the notation are in order. Networks in G and D have,
respectively, (p�1) and (q�1) hidden layers. Hidden layers from depth 1 to (p�1) (for the
generator) and from depth 1 to (q�1) (for the discriminator) are assumed to be of respective
even widths ui, i = 1, . . . , p� 1, and vi, i = 1, . . . , q � 1. The matrices Ui (respectively, Vi)
are the matrices of weights between layer i and layer (i+ 1) of the generator (respectively,
the discriminator), and the bi’s (respectively, the ci’s) are the corresponding o↵set vectors
(in column format). We let �(x) = max(x, 0) be the rectifier activation function (applied
componentwise) and be the GroupSort activation function with a grouping size equal to 2
(applied on pairs of components, which makes sense in (4) since the widths of the hidden
layers are assumed to be even). GroupSort has been introduced in Chernodub and Nowicki
(2016) as a 1-Lipschitz activation function that preserves the gradient norm of the input.
This activation can recover the rectifier, in the sense that �̃(x, 0) = (�(x),��(�x)), but
the converse is not true. The presence of GroupSort is critical to guarantee approximation
properties of Lipschitz neural networks (Anil et al., 2019; Huster et al., 2019), as we will
see later.

Therefore, denoting by M(j,k) the space of matrices with j rows and k columns, we have
U1 2 M(u1,d), V1 2 M(v1,D), b1 2 M(u1,1), c1 2 M(v1,1), Up 2 M(D,up�1), Vq 2 M(1,vq�1), bp 2
M(D,1), cq 2 M(1,1). All the other matrices Ui, i = 2, . . . , p�1, and Vi, i = 2, . . . , q�1, belong
to M(ui,ui�1) and M(vi,vi�1), and vectors bi, i = 2, . . . , p� 1, and ci, i = 2, . . . , q� 1, belong
to M(ui,1) and M(vi,1). So, altogether, the vectors ✓ = (U1, . . . , Up, b1, . . . , bp) (respectively,
the vectors ↵ = (V1, . . . , Vq, c1, . . . , cq)) represent the parameter space ⇥ of the generator G

(respectively, the parameter space ⇤ of the discriminator D). We stress the fact that the
outputs of networks in D are not restricted to [0, 1] anymore, as is the case for the original
GANs of Goodfellow et al. (2014). We also recall the notation P = {µ✓ : ✓ 2 ⇥}, where,
for each ✓, µ✓ is the probability distribution of G✓(Z). Since Z has finite first moment and
each G✓ is piecewise linear, it is easy to see that P ⇢ P1(E).

Throughout the manuscript, the notation k ·k (respectively, k ·k1) means the Euclidean
(respectively, the supremum) norm on Rk, with no reference to k as the context is clear.
For W = (wi,j) a matrix in M(k1,k2), we let kWk2 = supkxk=1 kWxk be the 2-norm of W .

Similarly, the 1-norm of W is kWk1 = supkxk1=1 kWxk1 = maxi=1,...,k1

Pk2
j=1 |wi,j |. We

will also use the (2,1)-norm of W , i.e., kWk2,1 = supkxk=1 kWxk1. We shall constantly
need the following assumption:

Assumption 1 (Compactness) For all ✓ = (U1, . . . , Up, b1, . . . , bp) 2 ⇥,

max(kUik2, kbik : i = 1, . . . , p) 6 K1,
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where K1 > 0 is a constant. Besides, for all ↵ = (V1, . . . , Vq, c1, . . . , cq) 2 ⇤,

kV1k2,1 6 1, max(kVik1 : i = 2, . . . , q) 6 1, and max(kcik1 : i = 1, . . . , q) 6 K2,

where K2 > 0 is a constant.

This compactness requirement is classical when parameterizing WGANs (e.g., Arjovsky
et al., 2017; Zhang et al., 2018; Anil et al., 2019). In practice, one can satisfy Assumption
1 by clipping the parameters of neural networks as proposed by Arjovsky et al. (2017).
An alternative approach to enforce D ✓ Lip1 consists in penalizing the gradient of the
discriminative functions, as proposed by Gulrajani et al. (2017), Kodali et al. (2017), Wei
et al. (2018), and Zhou et al. (2019). This solution was empirically found to be more stable.
The usefulness of Assumption 1 is captured by the following lemma.

Lemma 1 Assume that Assumption 1 is satisfied. Then, for each ✓ 2 ⇥, the function G✓

is K
p
1 -Lipschitz on Rd. In addition, D ✓ Lip1.

Recall (e.g., Dudley, 2004) that a sequence of probability measures (µk) on E is said to
converge weakly to a probability measure µ on E if, for all ' 2 Cb(E),

Z

E
' dµk !

k!1

Z

E
' dµ.

In addition, the sequence of probability measures (µk) in P1(E) is said to converge weakly
in P1(E) to a probability measure µ in P1(E) if (i) (µk) converges weakly to µ and if
(ii)

R
E kx0 � xkµk(dx) !

R
E kx0 � xkµ(dx), where x0 2 E is arbitrary (Villani, 2008,

Definition 6.7). The next proposition o↵ers a characterization of our collection of generative
distributions P in terms of compactness with respect to the weak topology in P1(E). This
result is interesting as it gives some insight into the class of probability measures generated
by neural networks.

Proposition 2 Assume that Assumption 1 is satisfied. Then the function ⇥ 3 ✓ 7! µ✓ is
continuous with respect to the weak topology in P1(E), and the set of generative distributions
P is compact with respect to the weak topology in P1(E).

2.2 The WGANs and T-WGANs problems

We are now in a position to formally define the WGANs problem. The Wasserstein distance
(of order 1) between two probability measures µ and ⌫ in P1(E) is defined by

W1(µ, ⌫) = inf
⇡2⇧(µ,⌫)

Z

E⇥E
kx� yk⇡(dx, dy),

where⇧(µ, ⌫) denotes the collection of all joint probability measures on E⇥E with marginals
µ and ⌫ (e.g., Villani, 2008). It is a finite quantity. In the present article, we will use the
dual representation of W1(µ, ⌫), which comes from the duality theorem of Kantorovich and
Rubinstein (1958):

W1(µ, ⌫) = sup
f2Lip1

|Eµf � E⌫f |,
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where, for a probability measure ⇡, E⇡f =
R
E fd⇡ (note that for f 2 Lip1 and ⇡ 2 P1(E),

the function f is Lebesgue integrable with respect to ⇡).
In this context, it is natural to define the theoretical-WGANs (T-WGANs) problem as

minimizing over ⇥ the Wasserstein distance between µ
? and the µ✓’s, i.e.,

inf
✓2⇥

W1(µ
?
, µ✓) = inf

✓2⇥
sup

f2Lip1
|Eµ?f � Eµ✓f |. (5)

In practice, however, one does not have access to the class of 1-Lipschitz functions, which
cannot be parameterized. Therefore, following Arjovsky et al. (2017), the class Lip1 is
restricted to the smaller but parametric set of discriminators D = {D↵ : ↵ 2 ⇤} (it is a
subset of Lip1, by Lemma 1), and this defines the actual WGANs problem:

inf
✓2⇥

sup
↵2⇤

|Eµ?D↵ � Eµ✓D↵|. (6)

Problem (6) is the Wasserstein counterpart of problem (1). Provided Assumption 1 is
satisfied, D ✓ Lip1, and the IPM (Müller, 1997) dD is defined for (µ, ⌫) 2 P1(E)2 by

dD(µ, ⌫) = sup
f2D

|Eµf � E⌫f |. (7)

With this notation, dLip1 = W1 and problems (5) and (6) can be rewritten as the minimiza-
tion over ⇥ of, respectively, dLip1(µ

?
, µ✓) and dD(µ?

, µ✓). So,

T-WGANs: inf
✓2⇥

dLip1(µ
?
, µ✓) and WGANs: inf

✓2⇥
dD(µ

?
, µ✓).

Similar objectives have been proposed in the literature, in particular neural net distances
(Arora et al., 2017) and adversarial divergences (Liu et al., 2017). These two general
approaches include f-GANs (Goodfellow et al., 2014; Nowozin et al., 2016), but also WGANs
(Arjovsky et al., 2017), MMD-GANs (Li et al., 2017), and energy-based GANs (Zhao et al.,
2017). Using the terminology of Arora et al. (2017), dD is called a neural IPM. If the
theoretical properties of the Wasserstein distance dLip1 have been largely studied (e.g.,
Villani, 2008), the story is di↵erent for neural IPMs. This is why our next subsection is
devoted to the properties of dD .

2.3 Some properties of the neural IPM dD

The study of the neural IPM dD is essential to assess the driving forces of WGANs archi-
tectures. Let us first recall that a mapping ` : P1(E) ⇥ P1(E) ! [0,1) is a metric if it
satisfies the following three requirements:

(i) `(µ, ⌫) = 0 () µ = ⌫ (discriminative property)

(ii) `(µ, ⌫) = `(⌫, µ) (symmetry)

(iii) `(µ, ⌫) 6 `(µ,⇡) + `(⇡, ⌫) (triangle inequality).

If (i) is replaced by the weaker requirement `(µ, µ) = 0 for all µ 2 P1(E), then one speaks
of a pseudometric. Furthermore, the (pseudo)metric ` is said to metrize weak convergence
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in P1(E) (Villani, 2008) if, for all sequences (µk) in P1(E) and all µ in P1(E), one has
`(µ, µk) ! 0 () µk converges weakly to µ in P1(E) as k ! 1. According to Villani
(2008, Theorem 6.8), dLip1 is a metric that metrizes weak convergence in P1(E).

As far as dD is concerned, it is clearly a pseudometric on P1(E) as soon as Assumption 1
is satisfied. Moreover, an elementary application of Dudley (2004, Lemma 9.3.2) shows that
if span(D) (with span(D) = {�0 +

Pn
i=1 �iDi : �i 2 R, Di 2 D , n 2 N}) is dense in Cb(E),

then dD is a metric on P1(E), which, in addition, metrizes weak convergence. As in Zhang
et al. (2018), Dudley’s result can be exploited in the case where the space E is compact
to prove that, whenever D is of the form (4), dD is a metric metrizing weak convergence.
However, establishing the discriminative property of the pseudometric dD turns out to be
more challenging without an assumption of compactness on E, as is the case in the present
study. Our result is encapsulated in the following proposition.

Proposition 3 Assume that Assumption 1 is satisfied. Then there exists a discriminator of
the form (4) (i.e., a depth q and widths v1, . . . , vq�1) such that dD is a metric on P [{µ?}.
In addition, dD metrizes weak convergence in P [ {µ?}.

Standard universal approximation theorems (Cybenko, 1989; Hornik et al., 1989; Hornik,
1991) state the density of neural networks in the family of continuous functions defined on
compact sets but do not guarantee that the approximator respects a Lipschitz constraint.
The proof of Proposition 3 uses the fact that, under Assumption 1, neural networks of
the form (4) are dense in the space of Lipschitz continuous functions on compact sets, as
revealed by Anil et al. (2019).

We deduce from Proposition 3 that, under Assumption 1, provided enough capacity, the
pseudometric dD can be topologically equivalent to dLip1 on P [ {µ?}, i.e., the convergent
sequences in (P [ {µ?}, dD) are the same as the convergent sequences in (P [ {µ?}, dLip1)
with the same limit—see O’Searcoid (2006, Corollary 13.1.3). We are now ready to discuss
some optimality properties of the T-WGANs and WGANs problems, i.e., conditions under
which the infimum in ✓ 2 ⇥ and the supremum in ↵ 2 ⇤ are reached.

2.4 Optimality properties

Recall that for T-WGANs, we minimize over ⇥ the distance

dLip1(µ
?
, µ✓) = sup

f2Lip1
|Eµ?f � Eµ✓f |,

whereas for WGANs, we use

dD(µ
?
, µ✓) = sup

↵2⇤
|Eµ?D↵ � Eµ✓D↵|.

A first natural question is to know whether for a fixed generator parameter ✓ 2 ⇥, there
exists a 1-Lipschitz function (respectively, a discriminative function) that achieves the supre-
mum in dLip1(µ

?
, µ✓) (respectively, in dD(µ?

, µ✓)) over all f 2 Lip1 (respectively, all ↵ 2 ⇤).
For T-WGANs, Villani (2008, Theorem 5.9) guarantees that the maximum exists, i.e.,

{f 2 Lip1 : |Eµ?f � Eµ✓f | = dLip1(µ
?
, µ✓)} 6= ?. (8)

For WGANs, we have the following:
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Lemma 4 Assume that Assumption 1 is satisfied. Then, for all ✓ 2 ⇥,

{↵ 2 ⇤ : |Eµ?D↵ � Eµ✓D↵| = dD(µ
?
, µ✓)} 6= ?.

Thus, provided Assumption 1 is verified, the supremum in ↵ in the neural IPM dD is
always reached. A similar result is proved by Biau et al. (2020) in the case of standard
GANs.

We now turn to analyzing the existence of the infimum in ✓ in the minimization over
⇥ of dLip1(µ

?
, µ✓) and dD(µ?

, µ✓). Since the optimization scheme is performed over the
parameter set ⇥, it is worth considering the following two functions:

⇠Lip1 : ⇥ ! R and ⇠D : ⇥ ! R

✓ 7! dLip1(µ
?
, µ✓) ✓ 7! dD(µ

?
, µ✓).

Theorem 5 Assume that Assumption 1 is satisfied. Then ⇠Lip1 and ⇠D are Lipschitz con-
tinuous on ⇥, and the Lipschitz constant of ⇠D is independent of D .

Theorem 5 extends Arjovsky et al. (2017, Theorem 1), which states that dD is locally
Lipschitz continuous under the additional assumption that E is compact. In contrast, there
is no compactness hypothesis in Theorem 5 and the Lipschitz property is global. The
lipschitzness of the function ⇠D is an interesting property of WGANS, in line with many
recent empirical works that have shown that gradient-based regularization techniques are
e�cient for stabilizing the training of GANs and preventing mode collapse (Kodali et al.,
2017; Roth et al., 2017; Miyato et al., 2018; Petzka et al., 2018).

In the sequel, we let ⇥? and ⇥̄ be the sets of optimal parameters, defined by

⇥? = argmin
✓2⇥

dLip1(µ
?
, µ✓) and ⇥̄ = argmin

✓2⇥
dD(µ

?
, µ✓).

An immediate but useful corollary of Theorem 5 is as follows:

Corollary 6 Assume that Assumption 1 is satisfied. Then ⇥? and ⇥̄ are non empty.

Thus, any ✓
? 2 ⇥? (respectively, any ✓̄ 2 ⇥̄) is an optimal parameter for the T-WGANs

(respectively, the WGANs) problem. Note however that, without further restrictive as-
sumptions on the models, we cannot ensure that ⇥? or ⇥̄ are reduced to singletons.

3. Optimization properties

We are interested in this section in the error made when minimizing over ⇥ the pseudo-
metric dD(µ?

, µ✓) (WGANs problem) instead of dLip1(µ
?
, µ✓) (T-WGANs problem). This

optimization error is represented by the di↵erence

"optim = sup
✓̄2⇥̄

dLip1(µ
?
, µ✓̄)� inf

✓2⇥
dLip1(µ

?
, µ✓).

It is worth pointing out that we take the supremum over all ✓̄ 2 ⇥̄ since there is no guar-
antee that two distinct elements ✓̄1 and ✓̄2 of ⇥̄ lead to the same distances dLip1(µ

?
, µ✓̄1)

9
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and dLip1(µ
?
, µ✓̄2). The quantity "optim captures the largest discrepancy between the scores

achieved by distributions solving the WGANs problem and the scores of distributions solv-
ing the T-WGANs problem. We emphasize that the scores are quantified by the Wasserstein
distance dLip1 , which is the natural metric associated with the problem. We note in partic-
ular that "optim > 0. A natural question is whether we can upper bound the di↵erence and
obtain some control of "optim.

3.1 Approximating dLip1
with dD

As a warm-up, we observe that in the simple but unrealistic case where µ
? 2 P, provided

Assumption 1 is satisfied and the neural IPM dD is a metric on P (see Proposition 3),
then ⇥? = ⇥̄ and "optim = 0. However, in the high-dimensional context of WGANs, the
parametric class of distributions P is likely to be “far” from the true distribution µ

?. This
phenomenon is thoroughly discussed in Arjovsky and Bottou (2017, Lemma 2 and Lemma 3)
and is often referred to as dimensional misspecification (Roth et al., 2017).

From now on, we place ourselves in the general setting where we have no information on
whether the true distribution belongs to P, and start with the following simple observation.
Assume that Assumption 1 is satisfied. Then, clearly, since D ✓ Lip1,

inf
✓2⇥

dD(µ
?
, µ✓) 6 inf

✓2⇥
dLip1(µ

?
, µ✓). (9)

Inequality (9) is useful to upper bound "optim. Indeed,

0 6 "optim = sup
✓̄2⇥̄

dLip1(µ
?
, µ✓̄)� inf

✓2⇥
dLip1(µ

?
, µ✓)

6 sup
✓̄2⇥̄

dLip1(µ
?
, µ✓̄)� inf

✓2⇥
dD(µ

?
, µ✓)

= sup
✓̄2⇥̄

⇥
dLip1(µ

?
, µ✓̄)� dD(µ

?
, µ✓̄)

⇤

(since inf
✓2⇥

dD(µ?
, µ✓) = dD(µ?

, µ✓̄) for all ✓̄ 2 ⇥̄)

6 TP(Lip1,D), (10)

where, by definition,

TP(Lip1,D) = sup
✓2⇥

⇥
dLip1(µ

?
, µ✓)� dD(µ

?
, µ✓)

⇤
(11)

is the maximum di↵erence in distances on the set of candidate probability distributions in
P. Note, since ⇥ is compact (by Assumption 1) and ⇠Lip1 and ⇠D are Lipschitz continuous
(by Theorem 5), that TP(Lip1,D) < 1. Thus, the loss in performance when comparing
T-WGANs and WGANs can be upper-bounded by the maximum di↵erence over P between
the Wasserstein distance and dD .

Observe that when the class of discriminative functions is increased (say D ⇢ D
0) while

keeping the generator fixed, then the bound (11) gets reduced since dD(µ?
, ·) 6 dD 0(µ?

, ·).
Similarly, when increasing the class of generative distributions (say P ⇢ P

0) with a fixed
discriminator, then the bound gets bigger, i.e., TP(Lip1,D) 6 TP0(Lip1,D). It is important
to note that the conditions D ⇢ D

0 and/or P ⇢ P
0 are easily satisfied for classes of

10
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functions parameterized with neural networks using either rectifier or GroupSort activation
functions, just by increasing the width and/or the depth of the networks.

Our next theorem states that, as long as the distributions of P are generated by neural
networks with bounded parameters (Assumption 1), then one can control TP(Lip1,D).

Theorem 7 Assume that Assumption 1 is satisfied. Then, for all " > 0, there exists a
discriminator D of the form (4) such that

0 6 "optim 6 TP(Lip1,D) 6 c",

where c > 0 is a constant independent from ".

Theorem 7 is important because it shows that for any collection of generative distribu-
tions P and any approximation threshold ", one can find a discriminator such that the loss
in performance "optim is (at most) of the order of ". In other words, there exists D of the
form (4) such that TP(Lip1,D) is arbitrarily small. We note however that Theorem 7 is an
existence theorem that does not give any particular information on the depth and/or the
width of the neural networks in D . The key argument to prove Theorem 7 is Anil et al.
(2019, Theorem 3), which states that the set of Lipschitz neural networks are dense in the
set of Lipschitz continuous functions on a compact space.

3.2 Equivalence properties

The quantity TP(Lip1,D) is of limited practical interest, as it involves a supremum over
all ✓ 2 ⇥. Moreover, another caveat is that the definition of "optim assumes that one has
access to ⇥̄. Therefore, our next goal is to enrich Theorem 7 by taking into account the
fact that numerical procedures do not reach ✓̄ 2 ⇥̄ but rather an "-approximation of it.

One way to approach the problem is to look for another form of equivalence between
dLip1 and dD . As one is optimizing dD instead of dLip1 , we would ideally like that the two
IPMs behave “similarly”, in the sense that minimizing dD leads to a solution that is still
close to the true distribution with respect to dLip1 . Assuming that Assumption 1 is satisfied,
we let, for any µ 2 P1(E) and " > 0, M`(µ, ") be the set of "-solutions to the optimization
problem of interest, that is the subset of ⇥ defined by

M`(µ, ") =
�
✓ 2 ⇥ : `(µ, µ✓)� inf

✓2⇥
`(µ, µ✓) 6 "

 
,

with ` = dLip1 or ` = dD .

Definition 8 Let " > 0. We say that dLip1 can be "-substituted by dD if there exists � > 0
such that

MdD (µ?
, �) ✓ MdLip1

(µ?
, ").

In addition, if dLip1 can be "-substituted by dD for all " > 0, we say that dLip1 can be fully
substituted by dD .

The rationale behind this definition is that by minimizing the neural IPM dD close
to optimality, one can be guaranteed to be also close to optimality with respect to the
Wasserstein distance dLip1 . In the sequel, given a metric d, the notation d(x, F ) denotes
the distance of x to the set F , that is, d(x, F ) = inff2F d(x, f).

11
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Proposition 9 Assume that Assumption 1 is satisfied. Then, for all " > 0, there exists
� > 0 such that, for all ✓ 2 MdD (µ?

, �), one has d(✓, ⇥̄) 6 ".

Corollary 10 Assume that Assumption 1 is satisfied and that ⇥? = ⇥̄. Then dLip1 can be
fully substituted by dD .

Proof Let " > 0. By Theorem 5, we know that the function ⇥ 3 ✓ 7! dLip1(µ
?
, µ✓) is

Lipschitz continuous. Thus, there exists ⌘ > 0 such that, for all (✓, ✓0) 2 ⇥2 satisfying
k✓� ✓

0k 6 ⌘, one has |dLip1(µ
?
, µ✓)� dLip1(µ

?
, µ✓0)| 6 ". Besides, using Proposition 9, there

exists � > 0 such that, for all ✓ 2 MdD (µ?
, �), one has d(✓, ⇥̄) 6 ⌘.

Now, let ✓ 2 MdD (µ?
, �). Since d(✓, ⇥̄) 6 ⌘ and ⇥̄ = ⇥?, we have d(✓,⇥?) 6 ⌘. Conse-

quently, |dLip1(µ
?
, µ✓)� inf✓2⇥ dLip1(µ

?
, µ✓)| 6 ", and so, ✓ 2 MdLip1

(µ?
, ").

Corollary 10 is interesting insofar as when both dD and dLip1 have the same minimizers
over ⇥, then minimizing one close to optimality is the same as minimizing the other. The
requirement ⇥? = ⇥̄ can be relaxed by leveraging what has been studied in the previous
subsection about TP(Lip1,D).

Lemma 11 Assume that Assumption 1 is satisfied, and let " > 0. If TP(Lip1,D) 6 ",
then dLip1 can be ("+ �)-substituted by dD for all � > 0.

Proof Let " > 0, � > 0, and ✓ 2 MdD (µ?
, �), i.e., dD(µ?

, µ✓) � inf
✓2⇥

dD(µ?
, µ✓) 6 �. We

have

dLip1(µ
?
, µ✓)� inf

✓2⇥
dLip1(µ

?
, µ✓) 6 dLip1(µ

?
, µ✓)� inf

✓2⇥
dD(µ

?
, µ✓)

(by inequality (9))

6 dLip1(µ
?
, µ✓)� dD(µ

?
, µ✓) + �

6 TP(Lip1,D) + � 6 "+ �.

Lemma 11 stresses the importance of TP(Lip1,D) in the performance of WGANs. In-
deed, the smaller TP(Lip1,D), the closer we will be to optimality after training. Moving
on, to derive su�cient conditions under which dLip1 can be substituted by dD we introduce
the following definition:

Definition 12 We say that dLip1 is monotonously equivalent to dD on P if there exists a
continuously di↵erentiable, strictly increasing function f : R+ ! R+ and (a, b) 2 (R?

+)
2

such that

8µ 2 P, af(dD(µ
?
, µ)) 6 dLip1(µ

?
, µ) 6 bf(dD(µ

?
, µ)).

Here, it is assumed implicitly that D ✓ Lip1. At the end of the subsection, we stress, em-
pirically, that Definition 12 is easy to check for simple classes of generators. A consequence
of this definition is encapsulated in the following lemma.

12
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Lemma 13 Assume that Assumption 1 is satisfied, and that dLip1 and dD are monotonously
equivalent on P with a = b (that is, dLip1 = f � dD). Then ⇥? = ⇥̄ and dLip1 can be fully
substituted by dD .

To complete Lemma 13, we now tackle the case a < b.

Proposition 14 Assume that Assumption 1 is satisfied, and that dLip1 and dD are mono-
tonously equivalent on P. Then, for any � 2 (0, 1), dLip1 can be "-substituted by dD with
" = (b� a)f( inf

✓2⇥
dD(µ?

, µ✓)) +O(�).

Proposition 14 states that we can reach "-minimizers of dLip1 by solving the WGANs
problem up to a precision su�ciently small, for all " larger than a bias induced by the model
P and by the discrepancy between dLip1 and dD .

In order to validate Definition 12, we slightly depart from the WGANs setting and run a
series of small experiments in the simplified setting where both µ

? and µ 2 P are bivariate
mixtures of independent Gaussian distributions with K components (K = 1, 4, 9, 25). We
consider two classes of discriminators {Dq : q = 2, 5} of the form (4), with growing depth q

(the width of the hidden layers is kept constant equal to 20). Our goal is to exemplify the
relationship between the distances dLip1 and dDq by looking whether dLip1 is monotonously
equivalent to dDq .

First, for each K, we randomly draw 40 di↵erent pairs of distributions (µ?
, µ) among the

set of mixtures of bivariate Gaussian densities with K components. Then, for each of these
pairs, we compute an approximation of dLip1 by averaging the Wasserstein distance between
finite samples of size 4096 over 20 runs. This operation is performed using the Python
package by Flamary and Courty (2017). For each pair of distributions, we also calculate
the corresponding IPMs dDq(µ

?
, µ). We finally compare dLip1 and dDq by approximating

their relationship with a parabolic fit. Results are presented in Figure 1, which depicts in
particular the best parabolic fit, and shows the corresponding Least Relative Error (LRE)
together with the width (b� a) from Definition 12. In order to enforce the discriminator to
verify Assumption 1, we use the orthonormalization of Björck and Bowie (1971), as done
for example in Anil et al. (2019).

Interestingly, we see that when the class of discriminative functions gets larger (i.e.,
when q increases), then both metrics start to behave similarly (i.e., the range (b � a) gets
thinner), independently of K (Figure 1a to Figure 1f). This tends to confirm that dLip1 can
be considered as monotonously equivalent to dDq for q large enough. On the other hand, for
a fixed depth q, when allowing for more complex distributions, the width (b� a) increases.
This is particularly clear in Figure 1g and Figure 1h, which show the fits obtained when
merging all pairs for K = 1, 4, 9, 25 (for both µ

? and P).
These figures illustrate the fact that, for a fixed discriminator, the monotonous equiv-

alence between dLip1 and dD seems to be a more demanding assumption when the class of
generative distributions becomes too large.

3.3 Motivating the use of deep GroupSort neural networks

The objective of this subsection is to provide some justification for the use of deep GroupSort
neural networks in the field of WGANs. This short discussion is motivated by the obser-
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(a) dDq vs. dLip1
, q = 2, K = 1. (b) dDq vs. dLip1

, q = 5, K = 1.

(c) dDq vs. dLip1
, q = 2, K = 4. (d) dDq vs. dLip1

, q = 5, K = 4.

(e) dDq vs. dLip1
, q = 2, K = 9. (f) dDq vs. dLip1

, q = 5, K = 9.

(g) dDq vs. dLip1
, q = 2, K = 1, 4, 9, 25.(h) dDq vs. dLip1

, q = 5, K = 1, 4, 9, 25.

Figure 1: Scatter plots of 40 pairs of distances simultaneously measured with dLip1 and dDq ,
for q = 2, 5 and K = 1, 4, 9, 25. The red curve is the optimal parabolic fitting and LRE
refers to the Least Relative Error. The red zone is the envelope obtained by stretching the
optimal curve from b to a.
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vation of Anil et al. (2019, Theorem 1), who stress that norm-constrained ReLU neural
networks are not well-suited for learning non-linear 1-Lipschitz functions.

The next lemma shows that networks of the form (4), which use GroupSort activa-
tions, can recover any 1-Lipschitz function belonging to the class AFF of real-valued a�ne
functions on E.

Lemma 15 Let f : E ! R be in AFF \ Lip1. Then there exists a neural network of the
form (4) verifying Assumption 1, with q = 2 and v1 = 2, that represents f .

Motivated by Lemma 15, we show that, in some specific cases, the Wasserstein distance
dLip1 can be approached by only considering a�ne functions, thus motivating the use of
neural networks of the form (4). Recall that the support Sµ of a probability measure µ is
the smallest subset of µ-measure 1.

Lemma 16 Let µ and ⌫ be two probability measures in P1(E). Assume that Sµ and
S⌫ are one-dimensional disjoint intervals included in the same line. Then dLip1(µ, ⌫) =
dAFF\Lip1(µ, ⌫).

Lemma 16 is interesting insofar as it describes a specific case where the discriminator
can be restricted to a�ne functions while keeping the identity dLip1 = dD . We consider in
the next lemma a slightly more involved setting, where the two distributions µ and ⌫ are
multivariate Gaussian with the same covariance matrix.

Lemma 17 Let (m1,m2) 2 (RD)2, and let ⌃ 2 M(D,D) be a positive semi-definite matrix.
Assume that µ is Gaussian N (m1,⌃) and that ⌫ is Gaussian N (m2,⌃). Then dLip1(µ, ⌫) =
dAFF\Lip1(µ, ⌫).

Yet, assuming multivariate Gaussian distributions might be too restrictive. Therefore,
we now assume that both distributions lay on disjoint compact supports su�ciently dis-
tant from one another. Recall that for a set S ✓ E, the diameter of S is diam(S) =
sup(x,y)2S2 kx� yk, and that the distance between two sets S and T is defined by d(S, T ) =
inf(x,y)2S⇥T kx� yk.

Proposition 18 Let " > 0, and let µ and ⌫ be two probability measures in P1(E) with
compact convex supports Sµ and S⌫ . Assume that max(diam(Sµ), diam(S⌫)) 6 "d(Sµ, S⌫).
Then

dAFF\Lip1(µ, ⌫) 6 dLip1(µ, ⌫) 6 (1 + 2")dAFF\Lip1(µ, ⌫).

Observe that in the case where neither µ nor ⌫ are Dirac measures, then the assumption
of the lemma imposes that Sµ \ S⌫ = ;. In the context of WGANs, it is highly likely that
the generator badly approximates the true distribution µ

? at the beginning of training. The
setting of Proposition 18 is thus interesting insofar as µ

? and the generative distribution
will most certainly verify the assumption on the diameters at this point in the learning
process. However, in the common case where the true distribution lays on disconnected
manifolds, the assumptions of the proposition are not valid anymore, and it would therefore
be interesting to show a similar result using the broader set of piecewise linear functions on
E.

As an empirical illustration, consider the synthetic setting where one tries to approxi-
mate a bivariate mixture of independent Gaussian distributions with respectively 4 (Figure
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2a) and 9 (Figure 2c) modes. As expected, the optimal discriminator takes the form of a
piecewise linear function, as illustrated by Figure 2b and Figure 2d, which display heatmaps
of the discriminator’s output. Interestingly, we see that the number of linear regions in-
creases with the number K of components of µ?.

(a) True distribution µ?
(mixture of K = 4

bivariate Gaussian densities, green circles)

and 2000 data points sampled from the gen-

erator µ✓̄ (blue dots).

(b) Heatmap of the discriminator’s output on

a mixture of K = 4 bivariate Gaussian den-

sities.

(c) True distribution µ?
(mixture ofK = 9 bi-

variate Gaussian densities, green circles) and

2000 data points sampled from the generator

µ✓̄ (blue dots).

(d) Heatmap of the discriminator’s output on

a mixture of K = 9 bivariate Gaussian den-

sities.

Figure 2: Illustration of the usefulness of GroupSort neural networks when dealing with the
learning of mixtures of Gaussian distributions. In both cases, we have p = q = 3.

These empirical results stress that when µ
? gets more complex, if the discriminator ought

to correctly approximate the Wasserstein distance, then it should parameterize piecewise
linear functions with growing numbers of regions. While we enlighten properties of Group-
sort networks, many recent theoretical works have been studying the number of regions of
deep ReLU neural networks (Pascanu et al., 2013; Montúfar et al., 2014; Arora et al., 2018;
Serra et al., 2018). In particular, Montúfar et al. (2014, Theorem 5) states that the num-
ber of linear regions of deep models grows exponentially with the depth and polynomially
with the width. This, along with our observations, is an interesting avenue to choose the
architecture of the discriminator.
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4. Asymptotic properties

In practice, one never has access to the distribution µ
? but rather to a finite collection of

i.i.d. observations X1, . . . , Xn distributed according to µ
?. Thus, for the remainder of the

article, we let µn be the empirical measure based on X1, . . . , Xn, that is, for any Borel
subset A of E, µn(A) = 1

n

Pn
i=1 1Xi2A. With this notation, the empirical counterpart of

the WGANs problem is naturally defined as minimizing over ⇥ the quantity dD(µn, µ✓).
Equivalently, we seek to solve the following optimization problem:

inf
✓2⇥

dD(µn, µ✓) = inf
✓2⇥

sup
↵2⇤

h 1
n

nX

i=1

D↵(Xi)� ED↵(G✓(Z))
i
. (12)

Assuming that Assumption 1 is satisfied, we have, as in Corollary 6, that the infimum in
(12) is reached. We therefore consider the set of empirical optimal parameters

⇥̂n = argmin
✓2⇥

dD(µn, µ✓),

and let ✓̂n be a specific element of ⇥̂n (note that the choice of ✓̂n has no impact on the
value of the minimum). We note that ⇥̂n (respectively, ✓̂n) is the empirical counterpart of
⇥̄ (respectively, ✓̄). Section 3 was mainly devoted to the analysis of the di↵erence "optim.
In this section, we are willing to take into account the e↵ect of having finite samples. Thus,
in line with the above, we are now interested in the generalization properties of WGANs
and look for upper bounds on the quantity

0 6 dLip1(µ
?
, µ✓̂n

)� inf
✓2⇥

dLip1(µ
?
, µ✓). (13)

Arora et al. (2017, Theorem 3.1) states an asymptotic result showing that when provided
enough samples, the neural IPM dD generalizes well, in the sense that for any pair (µ, ⌫) 2
P1(E)2, the di↵erence |dD(µ, ⌫)�dD(µn, ⌫n)| can be arbitrarily small with high probability.
However, this result does not give any information on the quantity of interest dLip1(µ

?
, µ✓̂n

)�
inf✓2⇥ dLip1(µ

?
, µ✓). Closer to our current work, Zhang et al. (2018) provide bounds for

dD(µ?
, µ✓̂n

)� inf✓2⇥ dD(µ?
, µ✓), starting from the observation that

0 6 dD(µ
?
, µ✓̂n

)� inf
✓2⇥

dD(µ
?
, µ✓) 6 2dD(µ

?
, µn). (14)

In the present article, we develop a complementary point of view and measure the general-
ization properties of WGANs on the basis of the Wasserstein distance dLip1 , as in equation
(13). Our approach is motivated by the fact that the neural IPM dD is only used for easing
the optimization process and, accordingly, that the performance should be assessed on the
basis of the distance dLip1 , not dD .

Note that ✓̂n, which minimizes dD(µn, µ✓) over ⇥, may not be unique. Besides, there
is no guarantee that two distinct elements ✓n,1 and ✓n,2 of ⇥̂n lead to the same distance

dLip1(µ
?
, µ✓n,1) and dLip1(µ

?
, µ✓n,2) (again, ✓̂n is computed with dD , not with dLip1). There-

fore, in order to upper-bound the error in (13), we let, for each ✓n 2 ⇥̂n,

✓̄n 2 argmin
✓̄2⇥̄

k✓n � ✓̄k.
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The rationale behind the definition of ✓̄n is that we expect it to behave “similarly” to ✓n.
Following our objective, the error can be decomposed as follows:

0 6 dLip1(µ
?
, µ✓̂n

)� inf
✓2⇥

dLip1(µ
?
, µ✓)

6 sup
✓n2⇥̂n

dLip1(µ
?
, µ✓n)� inf

✓2⇥
dLip1(µ

?
, µ✓)

= sup
✓n2⇥̂n

⇥
dLip1(µ

?
, µ✓n)� dLip1(µ

?
, µ✓̄n) + dLip1(µ

?
, µ✓̄n)

⇤
� inf

✓2⇥
dLip1(µ

?
, µ✓)

6 sup
✓n2⇥̂n

⇥
dLip1(µ

?
, µ✓n)� dLip1(µ

?
, µ✓̄n)

⇤
+ sup

✓̄2⇥̄
dLip1(µ

?
, µ✓̄)� inf

✓2⇥
dLip1(µ

?
, µ✓)

= "estim + "optim, (15)

where we set "estim = sup✓n2⇥̂n
[dLip1(µ

?
, µ✓n)� dLip1(µ

?
, µ✓̄n)]. Notice that this supremum

can be positive or negative. However, it can be shown to converge to 0 almost surely when
n ! 1.

Lemma 19 Assume that Assumption 1 is satisfied. Then lim
n!1

"estim = 0 almost surely.

Going further with the analysis of (13), the sum "estim + "optim is bounded as follows:

"estim + "optim 6 sup
✓n2⇥̂n

⇥
dLip1(µ

?
, µ✓n)� dLip1(µ

?
, µ✓̄n)

⇤
+ TP(Lip1,D)

(by inequality (10))

6 sup
✓n2⇥̂n

⇥
dLip1(µ

?
, µ✓n)� inf

✓2⇥
dD(µ

?
, µ✓)

⇤
+ TP(Lip1,D).

Hence,

"estim + "optim

6 sup
✓n2⇥̂n

⇥
dLip1(µ

?
, µ✓n)� dD(µ

?
, µ✓n) + dD(µ

?
, µ✓n)� inf

✓2⇥
dD(µ

?
, µ✓)

⇤
+ TP(Lip1,D)

6 sup
✓n2⇥̂n

⇥
dLip1(µ

?
, µ✓n)� dD(µ

?
, µ✓n)

⇤
+ 2dD(µ

?
, µn) + TP(Lip1,D)

(upon noting that inequality (14) is also valid for any ✓n 2 ⇥̂n)

6 2TP(Lip1,D) + 2dD(µ
?
, µn). (16)

The above bound is a function of both the generator and the discriminator. The term
TP(Lip1,D) is increasing when the capacity of the generator is increasing. The discrimina-
tor, however, plays a more ambivalent role, as already pointed out by Zhang et al. (2018).
On the one hand, if the discriminator’s capacity decreases, the gap between dD and dLip1 gets
bigger and TP(Lip1,D) increases. On the other hand, discriminators with bigger capacities
ought to increase the contribution dD(µ?

, µn). In order to bound dD(µ?
, µn), Proposition

20 below extends Zhang et al. (2018, Theorem 3.1), in the sense that it does not require
the set of discriminative functions nor the space E to be bounded. Recall that, for � > 0,
µ
? is said to be � sub-Gaussian (Jin et al., 2019) if

8v 2 Rd
, Eev·(T�ET ) 6 e

�2kvk2
2 ,

18



Some Theoretical Insights into Wasserstein GANs

where T is a random vector with probability distribution µ
? and · denotes the dot product

in RD.

Proposition 20 Assume that Assumption 1 is satisfied, let ⌘ 2 (0, 1), and let D be a
discriminator of the form (4).

(i) If µ? has compact support with diameter B, then there exists a constant c1 > 0 such
that, with probability at least 1� ⌘,

dD(µ
?
, µn) 6

c1p
n
+B

r
log(1/⌘)

2n
.

(ii) More generally, if µ? is � sub-Gaussian, then there exists a constant c2 > 0 such that,
with probability at least 1� ⌘,

dD(µ
?
, µn) 6

c2p
n
+ 8�

p
eD

r
log(1/⌘)

n
.

The result of Proposition 20 has to be compared with convergence rates of the Wasser-
stein distance. According to Fournier and Guillin (2015, Theorem 1), when the dimension
D of E is such that D > 2, if µ? has a second-order moment, then there exists a constant
c such that

0 6 EdLip1(µ
?
, µn) 6

c

n1/D
.

Thus, when the space E is of high dimension (e.g., in image generation tasks), under the
conditions of Proposition 20, the pseudometric dD provides much faster rates of convergence
for the empirical measure. However, one has to keep in mind that both constants c1 and c2

grow in O(qQ3/2(D1/2 + q)).
Our Theorem 7 states the existence of a discriminator such that "optim can be arbitrarily

small. It is therefore reasonable, in view of inequality (16), to expect that the sum "estim +
"optim can also be arbitrarily small, at least in an asymptotic sense. This is encapsulated in
Theorem 21 below.

Theorem 21 Assume that Assumption 1 is satisfied, and let ⌘ 2 (0, 1).

(i) If µ? has compact support with diameter B, then, for all " > 0, there exists a dis-
criminator D of the form (4) and a constant c1 > 0 (function of ") such that, with
probability at least 1� ⌘,

0 6 "estim + "optim 6 2"+
2c1p
n
+ 2B

r
log(1/⌘)

2n
.

(ii) More generally, if µ? is � sub-Gaussian, then, for all " > 0, there exists a discriminator
D of the form (4) and a constant c2 > 0 (function of ") such that, with probability at
least 1� ⌘,

0 6 "estim + "optim 6 2"+
2c2p
n
+ 16�

p
eD

r
log(1/⌘)

n
.
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Theorem 21 states that, asymptotically, the optimal parameters in ⇥̂n behave properly.
A caveat is that the definition of "estim uses ⇥̂n. However, in practice, one never has access to
✓̂n, but rather to an approximation of this quantity obtained by gradient descent algorithms.
Thus, in line with Definition 8, we introduce the concept of empirical substitution:

Definition 22 Let " > 0 and ⌘ 2 (0, 1). We say that dLip1 can be empirically "-substituted
by dD if there exists � > 0 such that, for all n large enough, with probability at least 1� ⌘,

MdD (µn, �) ✓ MdLip1
(µ?

, "). (17)

The rationale behind this definition is that if (17) is satisfied, then by minimizing the
IPM dD close to optimality in (12), one can be guaranteed to be also close to optimality
in (5) with high probability. We stress that Definition 22 is the empirical counterpart of
Definition 8.

Proposition 23 Assume that Assumption 1 is satisfied and that µ? is sub-Gaussian. Let
" > 0. If TP(Lip1,D) 6 ", then dLip1 can be empirically (" + �)-substituted by dD for all
� > 0.

This proposition is the empirical counterpart of Lemma 11. It underlines the fact that by
minimizing the pseudometric dD between the empirical measure µn and the set of generative
distributions P close to optimality, one can control the loss in performance under the metric
dLip1 .

Let us finally mention that it is also possible to provide asymptotic results on the
sequences of parameters (✓̂n), keeping in mind that ⇥̂n and ⇥̄ are not necessarily reduced
to singletons.

Lemma 24 Assume that Assumption 1 is satisfied. Let (✓̂n) be a sequence of optimal
parameters that converges almost surely to z 2 ⇥. Then z 2 ⇥̄ almost surely.

Proof Let the sequence (✓̂n) converge almost surely to some z 2 ⇥. By Theorem 5, the
function ⇥ 3 ✓ 7! dD(µ?

, µ✓) is continuous, and therefore, almost surely, lim
n!1

dD(µ?
, µ✓̂n

) =

dD(µ?
, µz). Using inequality (14), we see that, almost surely,

0 6 dD(µ
?
, µz)� inf

✓2⇥
dD(µ

?
, µ✓) = lim

n!1
dD(µ

?
, µ✓̂n

)� inf
✓2⇥

dD(µ
?
, µ✓)

6 lim inf
n!1

2dD(µ
?
, µn).

Using Dudley (2004, Theorem 11.4.1) and the strong law of large numbers, we have that
the sequence of empirical measures (µn) almost surely converges weakly to µ

? in P1(E).
Besides, since dD metrizes weak convergence in P1(E) (by Proposition 3), we conclude that
z 2 ⇥̄ almost surely.
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5. Understanding the performance of WGANs

In order to better understand the overall performance of the WGANs architecture, it is
instructive to decompose the final loss dLip1(µ

?
, µ✓̂n

) as in (15):

dLip1(µ
?
, µ✓̂n

) 6 "estim + "optim + inf
✓2⇥

dLip1(µ
?
, µ✓)

= "estim + "optim + "approx, (18)

where

(i) "estim matches up with the use of a data-dependent optimal parameter ✓̂n, based on
the training set X1, . . . , Xn drawn from µ

?;

(ii) "optim corresponds to the loss in performance when using dD as training loss instead
of dLip1 (this term has been thoroughly studied in Section 3);

(iii) and "approx stresses the capacity of the parametric family of generative distributions
P to approach the unknown distribution µ

?.

Close to our work are the articles by Liang (2018), Singh et al. (2018), and Uppal
et al. (2019), who study statistical properties of GANs. Liang (2018) and Singh et al.
(2018) exhibit rates of convergence under an IPM-based loss for estimating densities that
live in Sobolev spaces, while Uppal et al. (2019) explore the case of Besov spaces. More
recently, Schreuder et al. (2021) have stressed the properties of IPM losses defined with
smooth functions on a compact set. Remarkably, Liang (2018) discusses bounds for the
Kullback-Leibler divergence, the Hellinger divergence, and the Wasserstein distance between
µ
? and µ✓̂n

. These bounds are based on a di↵erent decomposition of the loss and o↵er
a complementary point of view. We emphasize that, in the present article, no density
assumption is made neither on the class of generative distributions P nor on the target
distribution µ

?. Studying a di↵erent facet of the problem, Luise et al. (2020) analyze the
interplay between the latent distribution and the complexity of the pushforward map, and
how it a↵ects the overall performance.

5.1 Synthetic experiments

Our goal in this subsection is to illustrate (18) by running a set of experiments on synthetic
datasets. The true probability measure µ? is assumed to be a mixture of bivariate Gaussian
distributions with either 1, 4, or 9 components. This simple setting allows us to control
the complexity of µ?, and, in turn, to better assess the impact of both the generator’s and
discriminator’s capacities. We use growing classes of generators of the form (3), namely
{Gp : p = 2, 3, 5, 7}, and growing classes of discriminators of the form (4), namely {Dq : q =
2, 3, 5, 7}. For both the generator and the discriminator, the width of the hidden layers is
kept constant equal to 20.

Two metrics are computed to evaluate the behavior of the di↵erent generative mod-
els. First, we use the Wasserstein distance between the true distribution (either µ

? or its
empirical version µn) and the generative distribution (either µ✓̄ or µ✓̂n

). This distance is
calculated by using the Python package by Flamary and Courty (2017), via finite samples of
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size 4096 (average over 20 runs). Second, we use the recall metric (the higher, the better),
proposed by Kynkäänniemi et al. (2019). Roughly, this metric measures “how much” of
the true distribution (either µ? or µn) can be reconstructed by the generative distribution
(either µ✓̄ or µ✓̂n

). At the implementation level, this score is based on k-nearest neighbor
nonparametric density estimation. It is computed via finite samples of size 4096 (average
over 20 runs).

Our experiments were run in two di↵erent settings:

Asymptotic setting: in this first experiment, we assume that µ
? is known from the

experimenter (so, there is no dataset). At the end of the optimization scheme, we end up
with one ✓̄ 2 ⇥̄. Thus, in this context, the performance of WGANs is captured by

sup
✓̄2⇥̄

dLip1(µ
?
, µ✓̄) = "optim + "approx.

For a fixed discriminator, when increasing the generator’s depth p, we expect "approx to
decrease. Conversely, as discussed in Subsection 3.1, we anticipate an augmentation of
"optim, since the discriminator must now di↵erentiate between larger classes of generative
distributions. In this case, it is thus di�cult to predict how sup✓̄2⇥̄ dLip1(µ

?
, µ✓̄) behaves

when p increases. On the contrary, in accordance with the results of Section 3, for a fixed
p we expect the performance to increase with a growing q since, with larger discriminators,
the pseudometric dD is more likely to behave similarly to the Wasserstein distance dLip1 .

These intuitions are validated by Figure 3 and Figure 4 (the bluer, the better). The
first one shows an approximation of sup✓̄2⇥̄ dLip1(µ

?
, µ✓̄) computed over 5 di↵erent seeds

as a function of p and q. The second one depicts the average recall of the estimator µ✓̄

with respect to µ
?, as a function of p and q, again computed over 5 di↵erent seeds. In

both figures, we observe that for a fixed p, incrementing q leads to better results. On the
opposite, for a fixed discriminator’s depth q, increasing the depth p of the generator seems
to deteriorate both scores (Wasserstein distance and recall). This consequently suggests
that the term "optim dominates "approx.

(a) sup✓̄2⇥̄ dLip1
(µ?, µ✓̄), K = 1. (b) sup✓̄2⇥̄ dLip1

(µ?, µ✓̄), K = 9. (c) sup✓̄2⇥̄ dLip1
(µ?, µ✓̄), K = 25.

Figure 3: Influence of the generator’s depth p and the discriminator’s depth q on the
maximal Wasserstein distance sup✓̄2⇥̄ dLip1(µ

?
, µ✓̄).
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(a) Av. recall of µ✓̄ w.r.t. µ?
, K =

1.

(b) Av. recall of µ✓̄ w.r.t. µ?
, K =

9.

(c) Av. recall of µ✓̄ w.r.t. µ?
, K =

25.

Figure 4: Influence of the generator’s depth p and the discriminator’s depth q on the average
recall of the estimators µ✓̄ w.r.t. µ?.

Finite-sample setting: in this second experiment, we consider the more realistic situa-
tion where we have at hand finite samples X1, . . . , Xn drawn from µ

? (n = 5000).

Recalling that sup✓n2⇥̂n
dLip1(µ

?
, µ✓n) 6 "estim + "optim + "approx, we plot in Figure

5 the maximal Wasserstein distance sup✓n2⇥̂n
dLip1(µ

?
, µ✓n), and in Figure 6 the average

recall of the estimators µ✓n with respect to µ
?, as a function of p and q. Anticipating

the behavior of sup✓n2⇥̂n
dLip1(µ

?
, µ✓n) when increasing the depth q is now more involved.

Indeed, according to inequality (16), which bounds "estim + "optim, a larger D will make
TP(Lip1,D) smaller but will, on the opposite, increase dD(µ?

, µn). Figure 5 clearly shows
that, for a fixed p, the maximal Wasserstein distance seems to be improved when q increases.
This suggests that the term TP(Lip1,D) dominates dD(µ?

, µn). Similarly to the asymptotic
setting, we also make the observation that bigger p require a higher depth q since larger
class of generative distributions are more complex to discriminate.

(a) sup✓n2⇥̂n
dLip1

(µ?, µ✓n), K =

1.

(b) sup✓n2⇥̂n
dLip1

(µ?, µ✓n), K =

4.

(c) sup✓n2⇥̂n
dLip1

(µ?, µ✓n), K =

9.

Figure 5: Influence of the generator’s depth p and the discriminator’s depth q on the
maximal Wasserstein distance sup✓n2⇥̂n

dLip1(µ
?
, µ✓n), with n = 5000.
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(a) Av. recall of µ✓̂n
w.r.t. µ?

, K =

1.

(b) Av. recall of µ✓̂n
w.r.t. µ?

, K =

9.

(c) Av. recall of µ✓̂n
w.r.t. µ?

, K =

25.

Figure 6: Influence of the generator’s depth p and the discriminator’s depth q on the average
recall of the estimators µ✓n w.r.t. µ?, with n = 5000.

We end this subsection by pointing out a recurring observation across di↵erent experi-
ments. In Figure 4 and Figure 6, we notice, as already stressed, that the average recall of
the estimators is prone to decrease when the generator’s depth p increases. On the opposite,
the average recall increases when the discriminator’s depth q increases. This is interesting
because the recall metric is a good proxy for a stabilized training, insofar as a high recall
means the absence of mode collapse. This is also confirmed in Figure 7, which compares two
densities: in Figure 7a, the discriminator has a small capacity (q = 3) and the generator a
large capacity (p = 7), whereas in Figure 7b, the discriminator has a large capacity (q = 7)
and the generator a small capacity (p = 3). We observe that the first WGAN architecture
behaves poorly compared to the second one. We therefore conclude that larger discrimina-
tors seem to bring some stability in the training of WGANS both in the asymptotic and
finite sample regimes.

(a) p = 7 and q = 3. (b) p = 3 and q = 7.

Figure 7: True distribution µ
? (mixture of K = 9 bivariate Gaussian densities, green circles)

and 2000 data points sampled from the generator µ✓̄ (blue dots).
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5.2 Real-world experiments

In this subsection, we further illustrate the impact of the generator’s and the discrimina-
tor’s capacities on two high-dimensional datasets, namely MNIST (LeCun et al., 1998) and
Fashion-MNIST (Xiao et al., 2017). MNIST contains images in R28⇥28 with 10 classes rep-
resenting the digits. Fashion-MNIST is a 10-class dataset of images in R28⇥28, with slightly
more complex shapes than MNIST. Both datasets have a training set of 60,000 examples.

To measure the performance of WGANs when dealing with high-dimensional applica-
tions such as image generation, Brock et al. (2019) have advocated that embedding images
into a feature space with a pre-trained convolutional classifier provides more meaningful in-
formation. Therefore, in order to assess the quality of the generator µ✓̂n

, we sample images
both from the empirical measure µn and from the distribution µ✓̂n

. Then, instead of com-
puting the Wasserstein distance directly between these two samples, we use as a substitute
their embeddings output by an external classifier and compute the Wasserstein between
the two new collections. Such a transformation is also done, for example, in Kynkäänniemi
et al. (2019). Practically speaking, for any pair of images (a, b), this operation amounts
to using the Euclidean distance k�(a) � �(b)k in the Wasserstein criterion, where � is a
pre-softmax layer of a supervised classifier, trained specifically on the datasets MNIST and
Fashion-MNIST.

For these two datasets, as usual, we use generators of the form (3) and discriminators
of the form (4), and plot the performance of µ✓̂n

as a function of both p and q. The results
of Figure 8 confirm the fact that the worst results are achieved for generators with a large
depth p combined with discriminators with a small depth q. They also corroborate the
previous observations that larger discriminators are preferred.

(a) sup✓n2⇥̂n
dLip1

(µn, µ✓n), MNIST

dataset.

(b) sup✓n2⇥̂n
dLip1

(µn, µ✓n), FMNIST

dataset.

Figure 8: Influence of the generator’s depth p and the discriminator’s depth q on the max-
imal Wasserstein distance sup✓n2⇥̂n

dLip1(µn, µ✓n) for the MNIST and F-MNIST datasets.
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Appendix A.

A.1 Proof of Lemma 1

We know that for each ✓ 2 ⇥, G✓ is a feed-forward neural network of the form (3), which
maps inputs z 2 Rd into E ⇢ RD. In particular, for z 2 Rd, G✓(z) = fp � · · · � f1(z), where
fi(x) = �(Uix+ bi) for i = 1, . . . , p� 1 (� is applied componentwise), and fp(x) = Upx+ bp.

Recall that the notation k · k (respectively, k · k1) means the Euclidean (respectively,
the supremum) norm, with no specific mention of the underlying space on which it acts.
For (z, z0) 2 (Rd)2, we have

kf1(z)� f1(z
0)k 6 kU1z + b1 � U1z

0 � b1k
(since � is 1-Lipschitz)

= kU1(z � z
0)k

6 kU1k2 kz � z
0k

6 K1kz � z
0k

(by Assumption 1).

Repeating this for i = 2, . . . , p, we thus have, for all (z, z0) 2 (Rd)2, kG✓(z) � G✓(z0)k 6
K

p
1kz � z

0k. We conclude that, for each ✓ 2 ⇥, the function G✓ is Kp
1 -Lipschitz on Rd.

Let us now prove that D ✓ Lip1. Fix D↵ 2 D , ↵ 2 ⇤. According to (4), we have, for
x 2 E, D↵(x) = fq � · · · � f1(x), where fi(t) = �̃(Vit+ ci) for i = 1, . . . , q � 1 (�̃ is applied
on pairs of components), and fq(t) = Vqt+ cq.

Consequently, for (x, y) 2 E
2,

kf1(x)� f1(y)k1 6 kV1x� V1yk1
(since �̃ is 1-Lipschitz)

= kV1(x� y)k1
6 kV1k2,1 kx� yk
6 kx� yk
(by Assumption 1).

Thus,

kf2 � f1(x)� f2 � f1(y)k1 6 kV2f1(x)� V2f1(y)k1
(since �̃ is 1-Lipschitz)

6 kV2k1 kf1(x)� f1(y)k1
6 kf1(x)� f1(y)k1
(by Assumption 1)

6 kx� yk.

Repeating this, we conclude that, for each ↵ 2 ⇤ and all (x, y) 2 E
2, |D↵(x) � D↵(y)| 6

kx� yk, which is the desired result.
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A.2 Proof of Proposition 2

We first prove that the function ⇥ 3 ✓ 7! µ✓ is continuous with respect to the weak topology
in P1(E). Let G✓ and G✓0 be two elements of G , with (✓, ✓0) 2 ⇥2. Using (3), we write
G✓(z) = fp � · · · � f1(z) (respectively, G✓0(z) = f

0
p � · · · � f 0

1(z)), where fi(x) = max(Uix +
bi, 0) (respectively, f 0

i(x) = max(U 0
ix + b

0
i, 0)) for i = 1, . . . , p � 1, and fp(x) = Upx + bp

(respectively, f 0
p(x) = U

0
px+ b

0
p).

Clearly, for z 2 Rd,

kf1(z)� f
0
1(z)k 6 kU1z + b1 � U

0
1z � b

0
1k

6 k(U1 � U
0
1)zk+ kb1 � b

0
1k

6 kU1 � U
0
1k2 kzk+ kb1 � b

0
1k

6 (kzk+ 1)k✓ � ✓
0k.

Similarly, for any i 2 {2, . . . , p} and any x 2 Rui ,

kfi(x)� f
0
i(x)k 6 (kxk+ 1)k✓ � ✓

0k.

Observe that

kG✓(z)�G✓0(z)k
= kfp � · · · � f1(z)� f

0
p � · · · � f 0

1(z)k
6 kfp � · · · � f1(z)� fp � · · · � f2 � f 0

1(z)k+ · · ·+ kfp � f 0
p�1 � · · · � f 0

1(z)� f
0
p � · · · � f 0

1(z)k.

As in the proof of Lemma 1, one shows that for any i 2 {1, . . . , p}, the function fp � · · · � fi
is Kp�i+1

1 -Lipschitz with respect to the Euclidean norm. Therefore,

kG✓(z)�G✓0(z)k
6 K

p�1
1 kf1(z)� f

0
1(z)k+ · · ·+K

0
1kfp � f 0

p�1 � · · · � f 0
1(z)� f

0
p � · · · � f 0

1(z)k
6 K

p�1
1 (kzk+ 1)k✓ � ✓

0k+ · · ·+ (kf 0
p�1 � · · · � f 0

1(z)k+ 1)k✓ � ✓
0k

6 K
p�1
1 (kzk+ 1)k✓ � ✓

0k+ · · ·+ (Kp�1
1 kzk+ kf 0

p�1 � · · · � f 0
1(0)k+ 1)k✓ � ✓

0k.

Using the architecture of neural networks in (3), a quick check shows that, for each i 2
{1, . . . , p},

kf 0
i � · · · � f 0

1(0)k 6
iX

k=1

K
k
1 .

We are led to
kG✓(z)�G✓0(z)k = (`1kzk+ `2)k✓ � ✓

0k, (19)

where

`1 = pK
p�1
1 and `2 =

p�1X

i=1

K
p�(i+1)
1

iX

k=1

K
k
1 +

p�1X

i=0

K
i
1.

Denoting by ⌫ the probability distribution of the sub-Gaussian random variable Z, we note
that

R
Rd(`1kzk + `2)⌫(dz) < 1. Now, let (✓k) be a sequence in ⇥ converging to ✓ 2 ⇥
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with respect to the Euclidean norm. Clearly, for a given z 2 Rd, by continuity of the
function ✓ 7! G✓(z), we have lim

k!1
G✓k(z) = G✓(z) and, for any ' 2 Cb(E), lim

k!1
'(G✓k(z)) =

'(G✓(z)). Thus, by the dominated convergence theorem,

lim
k!1

Z

E
'(x)µ✓k(dx) = lim

k!1

Z

Rd
'(G✓k(z))⌫(dz) =

Z

Rd
'
�
G✓(z))⌫(dz) =

Z

E
'(x)µ✓(dx).

(20)
This shows that the sequence (µ✓k) converges weakly to µ✓. Besides, for an arbitrary x0 in
E, we have

lim sup
k!1

Z

E
kx0 � xkµ✓k(dx)

= lim sup
k!1

Z

Rd
kx0 �G✓k(z)k⌫(dz)

6 lim sup
k!1

Z

Rd

�
kG✓k(z)�G✓(z)k+ kG✓(z)� x0k

�
⌫(dz)

6 lim sup
k!1

Z

Rd
(`1kzk+ `2)k✓k � ✓k⌫(dz) +

Z

Rd
kG✓(z)� x0k⌫(dz)

(by inequality (19)).

Consequently,

lim sup
k!1

Z

E
kx0 � xkµ✓k(dx) 6

Z

Rd
kG✓(z)� x0k⌫(dz) =

Z

E
kx0 � xkµ✓(dx).

One proves with similar arguments that

lim inf
k!1

Z

E
kx0 � xkµ✓k(dx) >

Z

E
kx0 � xkµ✓(dx).

Therefore, putting all the pieces together, we conclude that

lim
k!1

Z

E
kx0 � xkµ✓k(dx) =

Z

E
kx0 � xkµ✓(dx).

This, together with (20), shows that the sequence (µ✓k) converges weakly to µ✓ in P1(E),
and, in turn, that the function ⇥ 3 ✓ 7! µ✓ is continuous with respect to the weak topology
in P1(E), as desired.

The second assertion of the proposition follows upon noting that P is the image of the
compact set ⇥ by a continuous function.

A.3 Proof of Proposition 3

To show the first statement, we are to exhibit a specific discriminator, say Dmax, such that,
for all (µ, ⌫) 2 (P [ {µ?})2, the identity dDmax(µ, ⌫) = 0 implies µ = ⌫.

Let " > 0. According to Proposition 2, under Assumption 1, P is a compact subset of
P1(E) with respect to the weak topology in P1(E). Let x0 2 E be arbitrary. For any µ 2 P

there exists a compact Kµ ✓ E such that
R
K{

µ
kx0 � xkµ(dx) 6 "/4. Also, for any such Kµ,
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the function P1(E) 3 ⇢ 7!
R
K{

µ
kx0�xk⇢(dx) is continuous. Therefore, there exists an open

set Uµ ✓ P1(E) containing µ such that, for any ⇢ 2 Uµ,
R
K{

µ
kx0 � xk⇢(dx) 6 "/2.

The collection of open sets {Uµ : µ 2 P} forms an open cover of P, from which we can
extract, by compactness, a finite subcover Uµ1 , . . . , Uµn . Letting K1 = [n

i=1Kµi , we deduce
that, for all µ 2 P,

R
K{

1
kx0 � xkµ(dx) 6 "/2. We conclude that there exists a compact

K ✓ E and x0 2 K such that, for any µ 2 P [ {µ?},
Z

K{
||x0 � x||µ(dx) 6 "/2.

By Arzelà-Ascoli theorem, it is easy to see that Lip1(K), the set of 1-Lipschitz real-
valued functions on K, is compact with respect to the uniform norm k · k1 on K. Let
{f1, . . . , fN"} denote an "-covering of Lip1(K). According to Anil et al. (2019, Theorem 3),
for each k = 1, . . . ,N" there exists under Assumption 1 a discriminator Dk of the form (4)
such that

inf
g2Dk

kfk � g1Kk1 6 ".

Since the discriminative classes of functions use GroupSort activations, one can find a neural
network of the form (4) satisfying Assumption 1, say Dmax, such that, for all k 2 {1, . . . ,N"},
Dk ✓ Dmax. Consequently, for any f 2 Lip1(K), letting k0 2 argmin

k2{1,...,N"}
kf � fkk1, we have

inf
g2Dmax

kf � g1Kk1 6 kf � fk0k1 + inf
g2Dmax

kfk0 � g1Kk1 6 2".

Now, let (µ, ⌫) 2 (P
S
{µ?})2 be such that dDmax(µ, ⌫) = 0, i.e., supf2Dmax

|Eµf�E⌫f | = 0.
Let f

? be a function in Lip1 such that Eµf
? � E⌫f

? = dLip1(µ, ⌫) (such a function exists
according to (8)) and, without loss of generality, such that f?(x0) = 0. Clearly,

dLip1(µ, ⌫) = Eµf
? � E⌫f

?

6
���
Z

K
f
?dµ�

Z

K
f
?d⌫

���+
���
Z

K{
f
?dµ�

Z

K{
f
?d⌫

���

6
���
Z

K
f
?dµ�

Z

K
f
?d⌫

���+ ".

Letting gf? 2 Dmax be such that

k(f? � gf?)1Kk1 6 inf
g2Dmax

k(f? � g)1Kk1 + " 6 3",

we are thus led to

dLip1(µ, ⌫) 6
���
Z

K
(f? � gf?)dµ�

Z

K
(f? � gf?)d⌫ +

Z

K
gf?dµ�

Z

K
gf?d⌫

���+ ".

Observe, since x0 2 K, that |gf?(x0)| 6 3" and that, for any x 2 E, |gf?(x)| 6 kx0�xk+3".
Exploiting Eµgf? � E⌫gf? = 0, we obtain

dLip1(µ, ⌫) 6 7"+
���
Z

K{
gf?dµ�

Z

K{
gf?d⌫

���

6 7"+

Z

K{
kx0 � xkµ(dx) +

Z

K{
kx0 � xk⌫(dx) + 6"

6 14".
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Since " is arbitrary and dLip1 is a metric on P1(E), we conclude that µ = ⌫, as desired.
To complete the proof, it remains to show that dDmax metrizes weak convergence in

P [ {µ?}. To this aim, we let (µk) be a sequence in P [ {µ?} and µ be a probability
measure in P [ {µ?}.

If (µk) converges weakly to µ in P1(E), then dLip1(µ, µk) ! 0 (Villani, 2008, Theorem
6.8), and, accordingly, dDmax(µ, µk) ! 0.

Suppose, on the other hand, that dDmax(µ, µk) ! 0, and fix " > 0. There exists M > 0
such that, for all k > M , dDmax(µ, µk) 6 ". Using a similar reasoning as in the first part
of the proof, it is easy to see that for any k > M , we have dLip1(µ, µk) 6 15". Since the
Wasserstein distance metrizes weak convergence in P1(E) and " is arbitrary, we conclude
that (µk) converges weakly to µ in P1(E).

A.4 Proof of Lemma 4

Using a similar reasoning as in the proof of Proposition 2, one easily checks that for all
(↵,↵0) 2 ⇤2 and all x 2 E,

|D↵(x)�D↵0(x)| 6 Q
1/2

�
qkxk+K2

q�1X

i=1

i+ q
�
k↵� ↵

0k

6 Q
1/2

�
qkxk+ q(q � 1)K2

2
+ q

�
k↵� ↵

0k,

where q refers to the depth of the discriminator. Thus, since D ⇢ Lip1 (by Lemma 1), we
have, for all ↵ 2 ⇤, all x 2 E, and any arbitrary x0 2 E,

|D↵(x)| 6 |D↵(x)�D↵(x0)|+ |D↵(x0)|

6 kx0 � xk+Q
1/2

�
qkx0k+

q(q � 1)K2

2
+ q

�
k↵k

(upon noting that D0(x0) = 0)

6 kx0 � xk+Q
1/2

�
qkx0k+

q(q � 1)K2

2
+ q

�
Q

1/2max(K2, 1),

where Q is the dimension of ⇤. Thus, since µ? and the µ✓’s belong to P1(E) (by Lemma 1),
we deduce that allD↵ 2 D are dominated by a function independent of ↵ and integrable with
respect to µ

? and µ✓. In addition, for all x 2 E, the function ↵ 7! D↵(x) is continuous on ⇤.
Therefore, by the dominated convergence theorem, the function ⇤ 3 ↵ 7! |Eµ?D↵�Eµ✓D↵|
is continuous. The conclusion follows from the compactness of the set ⇤ (Assumption 1).

A.5 Proof of Theorem 5

Let (✓, ✓0) 2 ⇥2, and let �Z be the joint distribution of the pair (G✓(Z), G✓0(Z)). We have

|⇠Lip1(✓)� ⇠Lip1(✓
0)| = |dLip1(µ

?
, µ✓)� dLip1(µ

?
, µ✓0)|

6 dLip1(µ✓, µ✓0)

= inf
�2⇧(µ✓,µ✓0 )

Z

E2
kx� yk�(dx, dy),
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where ⇧(µ✓, µ✓0) denotes the collection of all joint probability measures on E ⇥ E with
marginals µ✓ and µ✓0 . Thus,

|⇠Lip1(✓)� ⇠Lip1(✓
0)| 6

Z

E2
kx� yk�Z(dx, dy)

=

Z

Rd
kG✓(z)�G✓0(z)k⌫(dz)

(where ⌫ is the distribution of Z)

6 k✓ � ✓
0k
Z

Rd
(`1kzk+ `2)⌫(dz)

(by inequality (19)).

This shows that the function ✓ 3 ⇥ 7! ⇠Lip1(✓) is L-Lipschitz, with L =
R
Rd(`1kzk+`2)⌫(dz).

For the second statement of the theorem, just note that

|⇠D(✓)� ⇠D(✓
0)| = |dD(µ

?
, µ✓)� dD(µ

?
, µ✓0)|

6 dD(µ✓, µ✓0)

6 dLip1(µ✓, µ✓0)

(since D ✓ Lip1)

6 Lk✓ � ✓
0k.

A.6 Proof of Theorem 7

The proof is divided into two parts. First, we show that under Assumption 1, for all " > 0
and ✓ 2 ⇥, there exists a discriminator D (function of " and ✓) of the form (4) such that

dLip1(µ
?
, µ✓)� dD(µ

?
, µ✓) 6 10".

Let f? be a function in Lip1 such that Eµ?f
?�Eµ✓f

? = dLip1(µ
?
, µ✓) (such a function exists

according to (8)). We may write

dLip1(µ
?
, µ✓)� dD(µ

?
, µ✓) = Eµ?f

? � Eµ✓f
? � sup

f2D

|Eµ?f � Eµ✓f |

= Eµ?f
? � Eµ✓f

? � sup
f2D

(Eµ?f � Eµ✓f)

= inf
f2D

(Eµ?f
? � Eµ✓f

? � Eµ?f + Eµ✓f)

= inf
f2D

(Eµ?(f? � f)� Eµ✓(f
? � f))

6 inf
f2D

(Eµ? |f? � f |+ Eµ✓ |f
? � f |). (21)

Next, for any f 2 D and any compact K ✓ E,

Eµ? |f? � f | = Eµ? |f? � f |1K + Eµ? |f? � f |1K{

6 k(f? � f)1Kk1 + Eµ? |f?|1K{ + Eµ? |f |1K{ .
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For the rest of the proof, we will assume, without loss of generality, that f?(0) = 0 and
thus |f?(x)| 6 |x|. Therefore, there exists a compact set K such that 0 2 K and

max
�
Eµ? |f?|1K{ , Eµ✓ |f

?|1K{
�
6 ".

Besides, according to Anil et al. (2019, Theorem 3), under Assumption 1, for any com-
pact K, we can find a discriminator of the form (4) such that inff2D k(f? � f)1Kk1 6 ".
So, choose f 2 D such that k(f? � f)1Kk1 6 2". For such a choice of f , we have, for any
x 2 E, |f(x)| 6 |f(x)� f(0)|+ |f(0)| 6 |x|+ 2", and thus, recalling that f?(0) = 0,

max
�
Eµ? |f |1K{ , Eµ✓ |f |1K{

�
6 3".

Consequently,
Eµ? |f? � f | 6 k(f? � f)1Kk1 + 4".

Similarly,
Eµ✓ |f

? � f | 6 k(f? � f)1Kk1 + 4".

Plugging the two inequalities above in (21), we obtain

dLip1(µ
?
, µ✓)� dD(µ

?
, µ✓) 6 2 inf

f2D

k(f? � f)1Kk1 + 8".

We conclude that, for this choice of D (function of " and ✓),

dLip1(µ
?
, µ✓)� dD(µ

?
, µ✓) 6 10", (22)

as desired.
For the second part of the proof, we fix " > 0 and let, for each ✓ 2 ⇥ and each

discriminator of the form (4),

⇠̂D(✓) = dLip1(µ
?
, µ✓)� dD(µ

?
, µ✓).

Arguing as in the proof of Theorem 5, we see that ⇠̂D(✓) is 2L-Lipschitz in ✓, where L =R
Rd(`1kzk+ `2)⌫(dz) and ⌫ is the probability distribution of Z.

Now, let {✓1, . . . , ✓N"} be an "-covering of the compact set ⇥, i.e., for each ✓ 2 ⇥,
there exists k 2 {1, . . . ,N"} such that k✓ � ✓kk 6 ". According to (22), for each such k,
there exists a discriminator Dk such that ⇠̂Dk

(✓k) 6 6". Since the discriminative classes of
functions use GroupSort activation functions, one can find a neural network of the form (4)
satisfying Assumption 1, say Dmax, such that, for all k 2 {1, . . . ,N"}, Dk ✓ Dmax. Clearly,
⇠̂Dmax(✓) is 2L-Lipschitz, and, for all k 2 {1, . . . ,N"}, ⇠̂Dmax(✓k) 6 6". Hence, for all ✓ 2 ⇥,
letting

k̂ 2 argmin
k2{1,...,N"}

k✓ � ✓kk,

we have
⇠̂Dmax(✓) 6

��⇠̂Dmax(✓)� ⇠̂Dmax(✓k̂)
��+ ⇠̂Dmax(✓k̂) 6 (2L+ 6)".

Therefore,

TP(Lip1,Dmax) = sup
✓2⇥

⇥
dLip1(µ

?
, µ✓)� dDmax(µ

?
, µ✓)

⇤
= sup

✓2⇥
⇠̂Dmax(✓) 6 (2L+ 6)".
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We have just proved that, for all " > 0, there exists a discriminator Dmax of the form (4)
and a positive constant c (independent of ") such that

TP(Lip1,Dmax) 6 c".

This is the desired result.

A.7 Proof of Proposition 9

Let us assume that the statement is not true. If so, there exists " > 0 such that, for all
� > 0, there exists ✓ 2 MdD (µ?

, �) satisfying d(✓, ⇥̄) > ". Consider �n = 1/n, and choose a
sequence of parameters (✓n) such that

✓n 2 MdD

⇣
µ
?
,
1

n

⌘
and d(✓n, ⇥̄) > ".

Since ⇥ is compact by Assumption 1, we can find a subsequence (✓'n) that converges to
some ✓acc 2 ⇥. Thus, for all n > 1, we have

dD(µ
?
, µ✓'n

) 6 inf
✓2⇥

dD(µ
?
, µ✓) +

1

n
,

and, by continuity of the function ⇥ 3 ✓ 7! dD(µ?
, µ✓) (Theorem 5),

dD(µ
?
, ✓acc) 6 inf

✓2⇥
dD(µ

?
, µ✓).

We conclude that ✓acc belongs to ⇥̄. This contradicts the fact that d(✓acc, ⇥̄) > ".

A.8 Proof of Lemma 13

Since a = b, according to Definition 12, there exists a continuously di↵erentiable, strictly
increasing function f : R+ ! R+ such that, for all µ 2 P,

dLip1(µ
?
, µ) = f(dD(µ

?
, µ)).

For (✓, ✓0) 2 ⇥2 we have, as f is strictly increasing,

dD(µ
?
, µ✓) 6 dD(µ

?
, µ✓0) () f(dD(µ

?
, µ✓)) 6 f(dD(µ

?
, µ✓0)).

Therefore,
dD(µ

?
, µ✓) 6 dD(µ

?
, µ✓0) () dLip1(µ

?
, µ✓) 6 dLip1(µ

?
, µ✓0).

This proves the first statement of the lemma.
Let us now show that dLip1 can be fully substituted by dD . Let " > 0. Then, for � > 0

(function of ", to be chosen later) and ✓ 2 MdD (µ?
, �), we have

dLip1(µ
?
, µ✓)� inf

✓2⇥
dLip1(µ

?
, µ✓) = f(dD(µ

?
, µ✓))� inf

✓2⇥
f(dD(µ

?
, µ✓))

= f(dD(µ
?
, µ✓))� f( inf

✓2⇥
dD(µ

?
, µ✓))

6 sup
✓2MdD

(µ?,�)

��f(dD(µ
?
, µ✓))� f( inf

✓2⇥
dD(µ

?
, µ✓))

��.
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According to Theorem 5, there exists a nonnegative constant c such that for any ✓ 2
⇥, dD(µ?

, µ✓) 6 c. Therefore, using the definition of MdD (µ?
, �) and the fact that f is

continuously di↵erentiable, we are led to

dLip1(µ
?
, µ✓)� inf

✓2⇥
dLip1(µ

?
, µ✓) 6 � sup

x2[0,c]

���
@f(x)

@x

���.

The conclusion follows by choosing � such that � sup
x2[0,c]

|@f(x)@x | 6 ".

A.9 Proof of Proposition 14

Let � 2 (0, 1) and ✓ 2 MdD (µ?
, �), i.e., dD(µ?

, µ✓) � inf✓2⇥ dD(µ?
, µ✓) 6 �. As dLip1 is

monotonously equivalent to dD , there exists a continuously di↵erentiable, strictly increasing
function f : R+ ! R+ and (a, b) 2 (R?

+)
2 such that

8µ 2 P, af(dD(µ
?
, µ)) 6 dLip1(µ

?
, µ) 6 bf(dD(µ

?
, µ)).

So,

dLip1(µ
?
, µ✓) 6 bf( inf

✓2⇥
dD(µ

?
, µ✓) + �)

6 bf( inf
✓2⇥

dD(µ
?
, µ✓)) +O(�).

Also,

inf
✓2⇥

dLip1(µ
?
, µ✓) > af( inf

✓2⇥
dD(µ

?
, µ✓)).

Therefore,

dLip1(µ
?
, µ✓)� inf

✓2⇥
dLip1(µ

?
, µ✓) 6 (b� a)f( inf

✓2⇥
dD(µ

?
, µ✓)) +O(�).

A.10 Proof of Lemma 15

Let f : RD ! R be in AFF\Lip1. It is of the form f(x) = x ·u+b, where u = (u1, . . . , uD),
b 2 R, and kuk 6 1. Our objective is to prove that there exists a discriminator of the form
(4) with q = 2 and v1 = 2 that contains the function f . To see this, define V1 2 M(2,D) and
the o↵set vector c1 2 M(2,1) as

V1 =


u1 · · · uD

u1 · · · uD

�
and c1 =

2

64
0
...
0

3

75 .

Letting V2 2 M(1,2), c2 2 M(1,1) be

V2 =
⇥
1 0

⇤
, c2 =

⇥
b
⇤
,

we readily obtain V2�̃(V1x+ c1) + c2 = f(x). Besides, it is easy to verify that kV1k2,1 6 1.
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A.11 Proof of Lemma 16

Let µ and ⌫ be two probability measures in P1(E) with supports Sµ and S⌫ satisfying the
conditions of the lemma. Let ⇡ be an optimal coupling between µ and ⌫, and let (X,Y ) be
a random pair with distribution ⇡ such that

dLip1(µ, ⌫) = EkX � Y k.

Clearly, any function f0 2 Lip1 satisfying f0(X) � f0(Y ) = kX � Y k almost surely will be
such that

dLip1(µ, ⌫) = |Eµf0 � E⌫f0|.

The proof will be achieved if we show that such a function f0 exists and that it may be
chosen linear. Since Sµ and S⌫ are disjoint and convex, we can find a unit vector u of RD

included in the line containing both Sµ and S⌫ such that (x0 � y0) · u > 0, where (x0, y0) is
an arbitrary pair of Sµ⇥S⌫ . Letting f0(x) = x ·u (x 2 E), we have, for all (x, y) 2 Sµ⇥S⌫ ,
f0(x) � f0(y) = (x � y) · u = kx � yk. Since f0 is a linear and 1-Lipschitz function on E,
this concludes the proof.

A.12 Proof of Lemma 17

For any pair of probability measures (µ, ⌫) on E with finite moment of order 2, we let
W2(µ, ⌫) be the Wasserstein distance of order 2 between µ and ⌫. Recall (Villani, 2008,
Definition 6.1) that

W2(µ, ⌫) =
⇣

inf
⇡2⇧(µ,⌫)

Z

E⇥E
kx� yk2⇡(dx, dy)

⌘1/2
,

where⇧(µ, ⌫) denotes the collection of all joint probability measures on E⇥E with marginals
µ and ⌫. By Jensen’s inequality,

dLip1(µ, ⌫) = W1(µ, ⌫) 6 W2(µ, ⌫).

Let ⌃ 2 M(D,D) be a positive semi-definite matrix, and let µ be Gaussian N (m1,⌃) and ⌫

be Gaussian N (m2,⌃). Denoting by (X,Y ) a random pair with marginal distributions µ

and ⌫ such that

EkX � Y k = W1(µ, ⌫),

we have

km1 �m2k = kE(X � Y )k 6 EkX � Y k = W1(µ, ⌫) 6 W2(µ, ⌫) = km1 �m2k,

where the last equality follows from Givens and Shortt (1984, Proposition 7). Thus,
dLip1(µ, ⌫) = km1 �m2k. The proof will be finished if we show that

dAFF\Lip1(µ, ⌫) > km1 �m2k.
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To see this, consider the linear and 1-Lipschitz function f : E 3 x 7! x · (m1�m2)
km1�m2k (with the

convention 0⇥1 = 0), and note that

dAFF\Lip1(µ, ⌫) >
���
Z

E
x · (m1 �m2)

km1 �m2k
µ(dx)�

Z

E
y · (m1 �m2)

km1 �m2k
⌫(dy)

���

=
���
Z

E
x · (m1 �m2)

km1 �m2k
µ(dx)�

Z

E
(x�m1 +m2) ·

(m1 �m2)

km1 �m2k
µ(dx)

���

= km1 �m2k.

A.13 Proof of Proposition 18

Let " > 0, and let µ and ⌫ be two probability measures in P1(E) with compact supports
Sµ and S⌫ such that max(diam(Sµ), diam(S⌫)) 6 "d(Sµ, S⌫). Throughout the proof, it is
assumed that d(Sµ, S⌫) > 0, otherwise the result is immediate. Let ⇡ be an optimal coupling
between µ and ⌫, and let (X,Y ) be a random pair with distribution ⇡ such that

dLip1(µ, ⌫) = EkX � Y k.

Any function f0 2 Lip1 satisfying kX �Y k 6 (1+ 2")(f0(X)� f0(Y )) almost surely will be
such that

dLip1(µ, ⌫) 6 (1 + 2")|Eµf0 � E⌫f0|.

Thus, the proof will be completed if we show that such a function f0 exists and that it may
be chosen a�ne.

Since Sµ and S⌫ are compact, there exists (x?, y?) 2 Sµ ⇥ S⌫ such that kx? � y
?k =

d(Sµ, S⌫). By the hyperplane separation theorem, there exists a hyperplane H orthogonal

to the unit vector u = x?�y?

kx?�y?k such that d(x?,H ) = d(y?,H ) = kx?�y?k
2 . For any x 2 E,

we denote by pH (x) the projection of x onto H . We thus have d(x,H ) = kx � pH (x)k,
and x?+y?

2 = pH (x
?+y?

2 ) = pH (x?) = pH (y?). In addition, by convexity of Sµ and S⌫ , for
any x 2 Sµ, kx � pH (x)k > kx? � pH (x?)k. Similarly, for any y 2 S⌫ , ky � pH (y)k >
ky? � pH (y?)k.

Let the a�ne function f0 be defined for any x 2 E by

f0(x) = (x� pH (x)) · u.

Observe that f0(x) = f0(x+ x?+y?

2 ). Clearly, for any (x, y) 2 E
2, one has

|f0(x)� f0(y)| =
��f0

�
x� y +

x
? + y

?

2

���

=
����x� y +

x
? + y

?

2

�
� pH

�
x� y +

x
? + y

?

2

��
.u
��

6
���x� y +

x
? + y

?

2
)� pH

�
x� y +

x
? + y

?

2

���

6
��x� y +

x
? + y

?

2
� x

? + y
?

2

��

(since x?+y?

2 2 H )

= kx� yk.
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Thus, f0 belongs to Lip1. Besides, for any (x, y) 2 Sµ ⇥ S⌫ , we have

kx� yk 6 kx� pH (x)k+ kpH (x)� pH (y)k+ kpH (y)� yk

6 (x� pH (x)) · u� (y � pH (y)) · u+
��pH (x)� x

? + y
?

2

��+
��pH (y)� x

? + y
?

2

��

= (x� pH (x)) · u� (y � pH (y)) · u+ kpH (x)� pH (x?)k+ kpH (y)� pH (y?)k.

Thus,

kx� yk 6 (x� pH (x)) · u� (y � pH (y)) · u+ 2max(diam(Sµ), diam(S⌫))

6 f0(x)� f0(y) + 2"d(Sµ, S⌫)

= f0(x)� f0(y) + 2"(f0(x
?)� f0(y

?))

= f0(x)� f0(y) + 2"(f0(x
?)� f0(x) + f0(x)� f0(y) + f0(y)� f0(y

?))

6 (1 + 2")(f0(x)� f0(y))

(using the fact that f0(x?)� f0(x) 6 0 and f0(y?)� f0(y) > 0).

Since f0 2 Lip1, we conclude that, for any (x, y) 2 Sµ ⇥ S⌫ ,

|f0(x)� f0(y)| 6 kx� yk 6 (1 + 2")(f0(x)� f0(y)).

A.14 Proof of Lemma 19

Using Dudley (2004, Theorem 11.4.1) and the strong law of large numbers, the sequence
of empirical measures (µn) almost surely converges weakly in P1(E) to µ

?. Thus, we have
lim
n!1

dLip1(µ
?
, µn) = 0 almost surely, and so lim

n!1
dD(µ?

, µn) = 0 almost surely. Hence,

recalling inequality (14), we conclude that

sup
✓n2⇥̂n

dD(µ
?
, µ✓n)� inf

✓2⇥
dD(µ

?
, µ✓) ! 0 almost surely. (23)

Now, fix " > 0 and recall that, by our Theorem 5, the function ⇥ 3 ✓ 7! dLip1(µ
?
, µ✓) is L-

Lipschitz, for some L > 0. According to (23) and Proposition 9, almost surely, there exists
an integer N > 0 such that, for all n > N , for all ✓n 2 ⇥̂n, the companion ✓̄n 2 ⇥̄ is such
that k✓n � ✓̄nk 6 "

L . We conclude by observing that |"estim| 6 sup✓n2⇥̂n
|dLip1(µ

?
, µ✓n) �

dLip1(µ
?
, µ✓̄n)| 6 L⇥ "

L .

A.15 Proof of Proposition 20

Let µn be the empirical measure based on n i.i.d. samples X1, . . . , Xn distributed according
to µ

?. Recall (equation (7)) that

dD(µ
?
, µn) = sup

↵2⇤
|Eµ?D↵ � EµnD↵| = sup

↵2⇤

���Eµ?D↵ � 1

n

nX

i=1

D↵(Xi)
���.

Let g be the real-valued function defined on E
n by

g(x1, . . . , xn) = sup
↵2⇤

���Eµ?D↵ � 1

n

nX

i=1

D↵(xi)
���.
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Observe that, for (x1, . . . , xn) 2 E
n and (x01, . . . , x

0
n) 2 E

n,

|g(x1, . . . , xn)� g(x01, . . . , x
0
n)| 6 sup

↵2⇤

���
1

n

nX

i=1

D↵(xi)�
1

n

nX

i=1

D↵(x
0
i)
���

6 1

n
sup
↵2⇤

nX

i=1

|D↵(xi)�D↵(x
0
i)|

6 1

n

nX

i=1

kxi � x
0
ik. (24)

We start by examining statement (i), where µ
? has compact support with diameter B. In

this case, letting X
0
i be an independent copy of Xi, we have, almost surely,

|g(X1, . . . , Xn)� g(X1, . . . , X
0
i, . . . , Xn)| 6

B

n
.

An application of McDiarmid’s inequality (McDiarmid, 1989) shows that for any ⌘ 2 (0, 1),
with probability at least 1� ⌘,

dD(µ
?
, µn) 6 EdD(µ

?
, µn) +B

r
log(1/⌘)

2n
. (25)

Next, for each ↵ 2 ⇤, let Y↵ denote the random variable defined by

Y↵ = Eµ?D↵ � 1

n

nX

i=1

D↵(Xi).

Using a similar reasoning as in the proof of Proposition 2, one shows that for any (↵,↵0) 2 ⇤2

and any x 2 E,

|D↵(x)�D↵0(x)| 6 Q
1/2

�
qkxk+ q(q � 1)K2

2
+ q

�
k↵� ↵

0k,

where we recall that q is the depth of the discriminator. Since µ
? has compact support,

` =

Z

E
Q

1/2
�
qkxk+ q(q � 1)K2

2
+ q

�
µ
?(dx) < 1.

Observe that

|Y↵ � Y↵0 | 6 1

n
k↵� ↵

0k |⇠(n)|,

where

⇠n =
nX

i=1

Q
1/2

�
`+ qkXik+

q(q � 1)K2

2
+ q

�
.

Thus, using Vershynin (2018, Proposition 2.5.2), there exists a positive constant c =
O(qQ1/2(D1/2 + q)) such that, for all � 2 R,

Ee�(Y↵�Y↵0 ) 6 Ee�k↵�↵0k | ⇠nn | 6 e
c2 1

nk↵�↵0k2�2
.
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We conclude that the process (Y↵) is sub-Gaussian (van Handel, 2016, Definition 5.20) for

the distance d(↵,↵0) = ck↵�↵0kp
n

. Therefore, using van Handel (2016, Corollary 5.25), we

have

EdD(µ
?
, µn) = Esup

↵2⇤

���Eµ?D↵ � 1

n

nX

i=1

D↵(Xi)
��� 6 12cp

n

Z 1

0

p
logN (⇤, k · k, u)du,

where N (⇤, k · k, u) is the u-covering number of ⇤ for the norm k · k. Since ⇤ is bounded,
there exists r > 0 such that N (⇤, k · k, u) = 1 for u > rQ

1/2 and

N (⇤, k · k, u) 
✓
rQ

1/2

u

◆Q

for u < rQ
1/2

.

Thus,

EdD(µ
?
, µn) 6

c1p
n

for some positive constant c1 = O(qQ3/2(D1/2 + q)). Combining this inequality with (25)
shows the first statement of the lemma.

We now turn to the more general situation (statement (ii)) where µ? is � sub-Gaussian.
According to inequality (24), the function g is 1

n -Lipschitz with respect to the 1-norm on E
n.

Therefore, by combining Kontorovich (2014, Theorem 1) and Vershynin (2018, Proposition
2.5.2), we have that for any ⌘ 2 (0, 1), with probability at least 1� ⌘,

dD(µ
?
, µn) 6 EdD(µ

?
, µn) + 8�

p
eD

r
log(1/⌘)

n
. (26)

As in the first part of the proof, we let

Y↵ = Eµ?D↵ � 1

n

nX

i=1

D↵(Xi),

and recall that for any (↵,↵0) 2 ⇤2 and any x 2 E,

|D↵(x)�D↵0(x)| 6 Q
1/2

�
qkxk+ q(q � 1)K2

2
+ q

�
k↵� ↵

0k.

Since µ
? is sub-Gaussian, we have (see, e.g., Jin et al., 2019, Lemma 1),

` =

Z

E
Q

1/2
�
qkxk+ q(q � 1)K2

2
+ q

�
µ
?(dx) < 1.

Thus,

|Y↵ � Y↵0 | 6 1

n
k↵� ↵

0k |⇠(n)|,

where

⇠n =
nX

i=1

Q
1/2

�
`+ qkXik+

q(q � 1)K2

2
+ q

�
.

According to Jin et al. (2019, Lemma 1), the real-valued random variable ⇠n is sub-Gaussian.
We obtain that, for some positive constant c2 = O(qQ3/2(D1/2 + q)),

EdD(µ
?
, µn) 6

c2p
n
,

and the conclusion follows by combining this inequality with (26).
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A.16 Proof of Theorem 21

Let " > 0 and ⌘ 2 (0, 1). According to Theorem 7, there exists a discriminator D of the
form (4) (i.e., a collection of neural networks) such that

TP(Lip1,D) 6 ".

We only prove statement (i) since both proofs are similar. In this case, according to Propo-
sition 20, there exists a constant c1 > 0 such that, with probability at least 1� ⌘,

dD(µ
?
, µn) 6

c1p
n
+B

r
log(1/⌘)

2n
.

Therefore, using inequality (16), we have, with probability at least 1� ⌘,

0 6 "estim + "optim 6 2"+
2c1p
n
+ 2B

r
log(1/⌘)

2n
.

A.17 Proof of Proposition 23

Observe that, for ✓ 2 ⇥,

0 6 dD(µ
?
, µ✓)� inf

✓2⇥
dD(µ

?
, µ✓)

= dD(µ
?
, µ✓)� dD(µn, µ✓) + dD(µn, µ✓)� inf

✓2⇥
dD(µn, µ✓)

+ inf
✓2⇥

dD(µn, µ✓)� inf
✓2⇥

dD(µ
?
, µ✓)

6 dD(µ
?
, µn) + dD(µn, µ✓)� inf

✓2⇥
dD(µn, µ✓) + dD(µ

?
, µn)

= 2dD(µ
?
, µn) + dD(µn, µ✓)� inf

✓2⇥
dD(µn, µ✓),

where we used respectively the triangle inequality and

| inf
✓2⇥

dD(µn, µ✓)� inf
✓2⇥

dD(µ
?
, µ✓)| 6 sup

✓2⇥
|dD(µ

?
, µ✓)� dD(µn, µ✓)| 6 dD(µ

?
, µn).

Thus, assuming that TP(Lip1,D) 6 ", we have

0 6 dLip1(µ
?
, µ✓)� inf

✓2⇥
dLip1(µ

?
, µ✓)

6 dLip1(µ
?
, µ✓)� dD(µ

?
, µ✓) + dD(µ

?
, µ✓)� inf

✓2⇥
dD(µ

?
, µ✓)

6 TP(Lip1,D) + dD(µ
?
, µ✓)� inf

✓2⇥
dD(µ

?
, µ✓)

6 "+ 2dD(µ
?
, µn) + dD(µn, µ✓)� inf

✓2⇥
dD(µn, µ✓). (27)

Let � > 0 and ✓ 2 MdD (µn, �/2), that is,

dD(µn, µ✓)� inf
✓2⇥

dD(µn, µ✓) 6 �/2.

For ⌘ 2 (0, 1), we know from the second statement of Proposition 20 that there exists
N 2 N? such that, for all n > N , 2dD(µ?

, µn) 6 �/2 with probability at least 1 � ⌘.
Therefore, we conclude from (27) that for n > N , with probability at least 1� ⌘,

dLip1(µ
?
, µ✓)� inf

✓2⇥
dLip1(µ

?
, µ✓) 6 "+ �.
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