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Abstract

We consider a natural model of inhomogeneous random graphs that extends the classi-
cal Erd6s—Rényi graphs and shares a close connection with the multiplicative coalescence, as
pointed out by Aldous [Ann. Probab., vol. 25, pp. 812-854, 1997]. In this model, the vertices
are assigned weights that govern their tendency to form edges. It is by looking at the asymp-
totic distributions of the masses (sum of the weights) of the connected components of these
graphs that Aldous and Limic [Electron. J. Probab., vol. 3, pp. 1-59, 1998] have identified the
entrance boundary of the multiplicative coalescence, which is intimately related to the excur-
sion lengths of certain Lévy-type processes. We, instead, look at the metric structure of these
components and prove their Gromov—Hausdorff—Prokhorov convergence to a class of (random)
compact measured metric spaces. Our asymptotic regimes relate directly to the general conver-
gence condition appearing in the work of Aldous and Limic. Our techniques provide a unified
approach for this general “critical” regime, and relies upon two key ingredients: an encoding
of the graph by some Lévy process as well as an embedding of its connected components into
Galton—Watson forests. This embedding transfers asymptotically into an embedding of the limit
objects into a forest of Lévy trees, which allows us to give an explicit construction of the limit
objects from the excursions of the Lévy-type process. As a consequence of our construction, we
give a transparent and explicit condition for the compactness of the limit objects and determine
their fractal dimensions. These results extend and complement several previous results that had
obtained via model- or regime-specific proofs, for instance: the case of Erdos-Renyi random
graphs obtained by Addario-Berry, Goldschmidt and B. [Probab. Theory Rel. Fields, vol. 153,
pp. 367-406, 2012], the asymptotic homogeneous case as studied by Bhamidi, Sen and Wang
[Probab Theory Rel. Fields, vol. 169, pp. 565-641, 2017], or the power-law case as considered
by Bhamidi, Sen and van der Hofstad [Probab. Theory Rel. Fields, vol. 170, pp. 387-474,
2018].

1 Introduction

Motivation and model. Random graphs have generated a large amount of literature. This is even
the case for one single model: the Erd6s—Rényi graph G(n,p) (graph with n vertices connected
pairwise in an i.i.d. way with probability p € [0, 1]). Since its introduction by ErdGs and Rényi [24]
more than fifty years ago, and the discovery of a phase transition where a “giant connected com-
ponent” gets born, the pursuit of a deeper understanding of its structure has never stopped. Many
landmark results by Bollobds [17], Luczak [34], Janson, Knuth, f.uczak and Pittel [32] have shaped
our grasp of this phase transition. From the point of view of precise asymptotics, one of the most
important papers is certainly the contribution of Aldous [3], who introduced a stochastic process
point of view and paved the way towards the study of scaling limits of critical random graphs. In
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Figure 1: Left: a picture of a large connected component of G(n,p). Right: a picture of a large
connected component of G,. Observe the presence of “hubs” (nodes of high degrees) in the latter.

that paper, he obtained the asymptotics for the sequence of sizes of the connected components of
G(n, p) in the so-called critical window where the phase transition actually occurs. His work made
possible the construction by Addario-Berry, Goldschmidt and B. [2] of the scaling limits of these
connected components, seen as metric spaces, which also confirmed the limiting fractal (Brownian)
nature.

Following [2], the question of identifying the scaling limits has been investigated for more gen-
eral models of random graphs. Particular attention has been paid to the so-called inhomogeneous
random graphs, which exhibit heterogeneity in the node degrees and whose behaviours are often
quite different from the Erdés—Rényi graph. (See Fig. 1 for an illustration of this difference). Be-
sides being a theoretic object with intriguing properties, these graphs are also commonly believed
to offer more realistic modelling for the complex real-world networks [see, e.g. 35].

In the present work, we consider such an inhomogeneous random graph model, defined as
follows. Let w= (w1, ws, ..., wy,) be a sequence of n positive real numbers sorted in non-increasing
order. Interpreting w; as the propensity of vertex ¢ to form edges, we define a random graph G; as
follows: the set of its vertices is {1,2,...,n}, the events {{7,j}is anedge of G;}, 1 <i < j <n,
are independent and

P({i,j}is anedge of G;) =1 — exp (—wjw;/o1(w)), where o1(w) =w + ...+ wp.

The graph G, extends the classical Erd6s—Rényi random graph in allowing edges to be drawn with
non uniform probabilities, while keeping the independence among edges.

The graph G, has come under different names in the literature, for instance, Poisson random
graph in [9, 36], the Norros—Reittu graph in [9] or rank-1 model in [12, 13, 18, 40, 41]. Here, we
will refer to it as the multiplicative graph to emphasise its close connection with the multiplicative
coalescent as pointed out by Aldous in [3]. This connection is the starting point of the work [4]
of Aldous & Limic who identify the entrance boundary of multiplicative coalescent by looking at
the asymptotic distributions of the sizes of the connected components found in G,. The asymptotic
regime and the limiting processes found in Aldous & Limic [4] lie at the heart of this paper. Namely,
we extend this result to the geometry of G, by proving the weak convergence of the connected
components of multiplicative graphs as it has been done by Addario-Berry, Goldschmidt and B. [2]
for the critical Erd6s—Rényi graphs.

More precisely, we equip G, with the graph distance dy, and we introduce the weight mea-
sure my =y, ;,, W;6; on Gy. The goal of our article can be roughly rephrased as follows: we
construct a class of (pointed and measured) compact random metric spaces (G, d, m) such that
(Gun» €ndgr, €,my,,) = (G, d, m) weakly along suitable subsequences (w,,ey,€;,). Of course,
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here the scaling parameters, ¢, and £/, go to 0, so that G is not discrete. The limits we con-
sider hold in the sense of the weak convergence corresponding to Gromov—Hausdorff—Prokhorov
topology on the space of (isometry classes of) compact metric spaces. To achieve the construc-
tion of the possible limiting graphs and to prove the convergence of rescaled multiplicative graphs,
we rely on two main new ideas: (1) we code multiplicative graphs by processes derived from a
LIFO-queue; (2) we embed multiplicative graphs into Galton—Watson trees whose scaling limits
are well-understood. Before discussing further the connections with previous works and in order to
explain the advantages of our approach, let us give a brief but precise overview of results and of the
two above mentioned ideas.

Overview of the results. Our approach relies first on a specific coding of w-multiplicative graphs
G, via a LIFO-queue and a related stochastic process; the queue actually yields an exploration of G,
and a spanning tree that encompasses almost all the metric structure of the graph. The LIFO-queue
is defined as follows: a single server is visited by n clients labelled by 1, ..., n; Client j arrives at
time £; and she/he requests an amount of time of service w;; the E; are independent exponentially
distributed r.v. such that E[E;] =01 (w) /w;; a LIFO (last in first out) policy applies: whenever a new
client arrives, the server interrupts the service of the current client (if any) and serves the newcomer;
when the latter leaves the queue, the server resumes the previous service. As mentioned above, the
LIFO-queue yields a tree T, whose vertices are the clients: the server is the root (Client 0) and
Client j is a child of Client ¢ in T if and only if Client j interrupts the service of Client ¢ (or arrives
when the server is idle if ¢ =0). Note that the LIFO-queue is coded by either of the two following
processes defined for all ¢ € [0, 00) by:

}/;W:_t_’_zwll{Ezgt} and H;’:#{SE[O,H lnf Y;ﬂw>}/.;‘1}

¢
15i<n T€ls,t]

The quantity Y, is the (algebraic) load of the server, i.e., the amount of service due at time ¢
and H} is the number of clients waiting in the queue at time ¢. We easily see that H" is the
contour (or the depth-first exploration) of 7; this entails that the graph-metric of 7Ty is entirely
encoded by H": namely, the distance between the vertices/clients served at times s and ¢ in 7y, is
Hi 4 HE —2min, jspt sve) Hy-

The tree T contains most of the metric information of G, but not all. Surplus edges are added
to T to obtain G as follows: conditionally on Y, let >~ ; Spgpw(s(tp,yp) be a Poisson point measure
on [0, 00) X [0, 00) with intensity o Lo<y<yy—inf, v~} dt dy and set

sp:inf{sE[O,tp] :inf (Y —inf Y¥) > yp} :

UE[S,tp] [Ovu]
Then we define the set of additional edges Sy as the set of the edges connecting the clients served
at times s, and ?,, for all 1 <p <p,. Theorem 2.1 asserts that the graph obtained by removing the
root 0 from 7T, and adding the edges S, is distributed as G, a w-multiplicative graph. Namely,

QTN US, .

From this representation of the discrete graphs, one expects that if Y converges, then the graph
should also converge, at least in weak sense. However, since YV is not Markovian, it is difficult to
obtain a limit for the local-time functional /", which is the function that encodes the metric. To
circumvent this technical difficulty, we embed the non-Markovian LIFO-queue governed by YV into
a Markovian one that is defined as follows: a single server receives an infinite number of clients;
a LIFO policy applies; clients arrive at unit rate; each client has a type that is an integer ranging
in {1,...,n}; the amount of service required by a client of type j is w;; types are i.i.d. with law
Vy = #(w) 213 i<n w;0;. Namely, let 7, be the arrival-time of the k-th client and let J; be the
type of the k-th client; then, the Markovian LIFO queueing system is entirely characterised by
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> k>19(ry,3,) that is a Poisson point measure on [0,00) x {1,...,n} with intensity £ ® 14, where
¢ stands for the Lebesgue measure on [0, c0). The Markovian queue also yields a tree T, defined
as follows: the server is the root T, and the k-th client to enter the queue is a child of the [-th
one if the k-th client enters when the [-th client is served. One easily checks that T, is a sequence
of i.i.d. Galton—Watson trees glued at their root and that their common offspring distribution is
ta(k)=>_1<j<n(01 (w)k‘!)_lwéﬁle—wi , k€ N. Here, we restrict to (sub)critical GW-trees: namely,
we assume that ), ki (k) = oo(w) /o1 (w) < 1, where for all 7 € (0,00), we use the notation
or(W) =31 <j<p, wj. This tree is coded by its contour process (Hf')se[o,00): namely, Hy' stands for
the number of clients waiting in the Markovian queue at time ¢ and it is given by

H = #{s €[0,¢]: inf X > X;’,} where X} = —t+Zka1[0 7(7x), t€[0,00),
re(s,t] =1 ’

is the (algebraic) load of the Markovian server. Note that X is a spectrally positive Lévy process
with initial value 0; it is characterised by its Laplace exponent defined by E[e™**{] = ette(N)
t,A€[0, 00), that is explicitly given by:

a(A) = agA +Z L(e*Awﬂ' —14+Aw;) and ay:=1- o2(w)

— o1(w) o1 (w)
1<j<n

From this tractable model, we derive the LIFO-queue and the tree T, governed by Y¥ by a
time-change that “skips” some time intervals, which is defined as follows. We colour in blue or
red the clients of the Markovian queue in the following recursive way: (i) if the type Jj, of the k-
th client already appeared among the types of the blue clients who previously entered the queue,
then the k-th client is red; (ii) otherwise the k-th client inherits her/his colour from the colour
of the client who is currently served when she/he arrives (and this colour is blue if there is no
client served when she/he arrives: namely, we consider that the server is blue). Note that a client
who is the first arriving of her/his type is not necessarily coloured in blue. Check that exactly n
clients are coloured in blue and their types are necessarily distinct. Moreover, while a blue client is
served, note that the other clients waiting in the line (if any) are blue too. Actually, the sub-queue
of blue clients corresponds to the previous LIFO queue governed by Y¥. More precisely, we set
Blue={#€[0,00) : a blue client is served at time ¢ } and 0} =inf{s €[0,00): [} 1p1ue(s)ds >t}.
Then,

@
(7 1 ectose) @ (Ko Hio) o)

This explains how to code G, in terms of the two tractable processes X* and H" derived from the
Markovian queue.

Such Markovian queues have analogues in the continous time and space setting. The parameters
governing such processes are those identified by Aldous & Limic [4] for the eternal multiplicative
coalescent. Namely:

acR, f€[0,00), k€ (0,00) and c=(c;);>1 decreasing and such that ZC? < 0.
7=>1

The load of service of the continuous analogue of the Markovian queue is a spectrally positive Lévy
process (Xt)te[o,oo) starting at Xy whose Laplace exponent ) is given by

(1) PN =aX+ 58N+ kej(e M —1+4A¢;), A >0.
j>1

To simplify, we restrict our explanations to the cases where X does not drift to oo, which is
equivalent to assuming that o € [0,00). We explain in Section 2.2.1 how to colour the Marko-
vian queue driven by X: namely, we explain how to define a right-continuous increasing time-
change (Gf)te[gm) that is the analogue of the discrete one #°¥. Then we define the cadlag process
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Y = X o 6" that represents the load driving the analogue of the LIFO-queue (without repetitions).
We prove in Section 2.2.1 that Y can be written under the following form:

(2) Vit € [0, OO), Y;g = —Oét—%:‘ﬂ?ﬁtQ + \/BBt + ch(l{Ejgt}_CjKt)a
j=21

where (B¢);c[0,0) is @ standard linear Brownian motion starting at 0 and where the E; are indepen-
dent exponentially distributed r.v. that are independent from B and such that E[E}] = (rc;)~!. The
sum in (2) has to be understood in the sense of L? semimartingales (see Section 2.2.1 for a precise
explanation). The latter expression of Y can be found in Aldous & Limic [4] who proved that the
lengths of the excursions of Y above its infimum (ranked in decreasing order) are distributed as the
marginal laws of multiplicative coalescent, roughly speaking.

The tree corresponding to the clients of the continuous analogue of the Markovian queue, that
is driven by X, is actually the Lévy tree yielded by X, which is defined through its contour process
as introduced by Le Gall & Le Jan [33]. To that end, we assume that v defined in (1) satisfies the
following:

o dA
3) —— < 0.
¥(A)
which implies that either ) j c? = oo or 3 #0 and therefore X has infinite variation sample paths.
Under Assumption (3), Le Gall & Le Jan [33] (see also Le Gall & D. [21]) prove that there exists
a continuous process (Hy)yec[0,00) such that the following limit holds true for all ¢ € [0, 0), in
probability
1 t
“4) Hy = lim ), (X, —inf, o Xr<e} 45 -
The process H is called the height process associated with X; it is clearly an analogue of H¥. The
analogue of H" is then defined by

vt € [0,00), Hi=Hp

and Proposition 2.7 shows that H is a.s. a continuous process that is called the height process
associated with Y .

We show in Lemma 5.6 (see Section 5.2.4) that the excursion intervals of H above 0 and the
excursion intervals of Y above its infimum are the same. Moreover, Proposition 14 in Aldous &
Limic [4] (recalled in Proposition 5.8, Section 5.2.4), asserts that these excursions can be indexed
in the decreasing order of their lengths. Namely,

) {te[0,00) : Hy > 0} = {te[o,oo) Y > [igltf]Y} = U
' E>1

where the sequence (i =I; —1}, decreases.

The continuous analogue of G is derived from (Y, #) as follows: first, for all s,t € [0, 00), we
define the usual tree pseudometric associated with H: dy(s,t) = Hs + Hi — 2 min, ¢ (spt,sve) Hu-
Then, we introduce szl d(t,.y,) distributed (conditionnaly on Y") as a Poisson point measure on
[0,00) X [0, 00) with intensity KL{0<y<y,—inf Y} dt dy. Next for all p>1, set

sp=inf {se 0.4,] ¢ int (Vy—inf ¥) >yp} .

Fix k> 1. One can prove that if ¢, € [l;, %], then s, € [l 7. Then, we define Gy, as the set [, 7]
where we have identified points s,¢ € [l, 7] such that either dy(s,t) =0 or (s,t) € {(sp, tp); p>
1:t,€[ly, 7]} It actually yields a metric denoted by dy, on Gy; note that I;; and 7, are identified
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and we denote by g, the corresponding point in Gg; we denote by my, is the measure induced by
the Lebesgue measure on [l;, r;]. The continuous analogue of G, is then the sequence of pointed
measured compact metric spaces G = ((Gy, di, 0k, my)>1. We refer to Section 2.2.2 and Section
2.2.3 for a more precise definition.

As already mentioned, the main goal of the paper is to prove that G is the scaling limit of se-
quences of rescaled discrete graphs G, for a suitable sequence of weights w,, = (w}”) )j>1 (here
sup{j > 1 : w{” > 0} is not necessarily equal to n but it tends to co as n — oc). Our main
result (Theorem 2.14 in Section 2.3.3) asserts that if the Markovian processes (X", H"™), prop-
erly rescaled in time and space, weakly converge to (X, H), then (Y, H"") converges weakly to
(Y, H) within the same scaling.

More precisely, the graphs G, , or their coding functions, are rescaled by two factors a,, and
b, tending to oo; a, is a weight factor: namely, if the largest weight "persists” in the limit, then
ap = wﬁ"’ and in general wi") =0(ay,); by, is a exploration-time factor: namely, b,, < E[C,,], where
C,, stands for the number of clients who are served before the arrival of Client 1 in the w,,-LIFO
queue coding G, . It is also natural to require that counting the number of served clients is roughly
the same as counting their time of service, which corresponds to assuming that the G, are in a
critical regime, namely o (w,,) =< o2(w,). These constraints amount to assuming the following a
priori estimates:

. . b . b anb
(6) lim a,= lim — =00, lim —= nn
n—o0o n—00 Ay, n—o00 a%

. (n) _ :

We refer to Section 2.3.2 for more detailed explanations for such assumptions. A more precise
statement of Theorem 2.14 is:
(7) If (aXpr s2Hyr) —— (X, H)
n " n n—00

weakly on D([0, 00), R)xC([0, 00), R) equipped with the product of the Skorokhod and the contin-
uous topologies, then the following joint convergence
® (X HE (RO V) ) ——— (X (0%, Y), M)
holds weakly on D([0, c0), R) x C([0, c0), R) x D([0, 00),R?) x C([0, 00), R) equipped with the
product topology.

Necessary and sufficient conditions on the (ay, by, w,) for (7) to hold can be derived from

previous results due to Le Gall & D. [21] (let us mention it is not direct: see Proposition 2.12).
Namely, (7) holds if and only if the following condition are satisfied

)
. (weakly) L "
(A): X — X, and (B): 3§ €(0,00), hnnigéfP(ZU:ﬂs/anJ =0)>0

where (Z;" ) en stands for a Galton—Watson Markov chain with offspring distribution y,,, and with
initial state Z;" = |a, |. Let us mention that Proposition 2.13 shows that for all a« € R, 8 € [0, 00),
Bo€(0, 8], K € (0,00) and ¢ such that } -+, cg? < 0o and such that Grey’s condition (3) is satisfied,
there exists a sequence (ay,, by, Wy )nen satisfying (6) and (9), so that (8) holds. Proposition 2.13 also
shows that in (9), (A) does not imply necessarily (B). Moreover, Proposition 2.13 also provides a
more tractable condition that implies (B) in (9) and that is satisfied in all the examples that have
been considered previously.

By soft arguments (see Lemma 2.10), the convergence (8) of the coding functions implies that
the rescaled sequence of graphs G, converges, as random metric spaces. As already mentioned,
the convergence holds weakly on the space G of (pointed and measure preserving) isometry classes
of pointed measured compact metric spaces endowed with the Gromov—Hausdorff—Prokhorov dis-
tance (whose definition is recalled in Section 2.3.1). Actually, the convergence holds jointly for the
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connected components of G, : namely, equip G, with the weight-measure m;" = > i>1 w§">5j
and denote by G;" the k-largest (with respect to its m;"-measure) connected component of G,
For the sake of convenience, we complete this finite sequence of connected components by point
graphs with null measure to get an infinite sequence of G-valued r.v. ((G{",d}", of", mj")) 10
where d‘,;" stands for the graph-metric on G;™, where QZ" is the first vertex/client of g,jj » who enters
the queue and where m;" is the restriction of my,, to G;". Then, Theorem 2.16 asserts that if (8)

holds, then

(10) ((gﬁ”a%di”aai”vﬁmi"))kzl 7 ((Gk’dk’gk’mk))kzl

n—o0

holds weakly on G equipped with the product topology.

Discussion

A unified and exhaustive treatment of the limiting regimes: While important progress has been made
on the Gromov—Hausdorff scaling limits of the multiplicative graphs, notably in [11, 12], previous
works have distinguished two seemingly orthogonal cases depending on whether the inhomogeneity
is mild enough to be washed away in the limit [2, 7, 11], or strong enough to persist asymptotically
[12, 14]: the so-called asymptotic (Brownian) homogeneous case and the power-law case. The proof
strategies greatly differ in these two cases. On the other hand, the remarkable work of Aldous and
Limic [4] about the weights of large critical connected components deals with the inhomogeneity
in a transparent way. We provide here such a unified approach for the geometry, which works not
only for both cases but also for graphs which can be seen as a mixture of the two cases.

Furthermore, an easy correspondence (see (79) below) allows us to link our parameters («, 3,
K, c) for the limit objects to the ones parametrising all the extremal eternal multiplicative coales-
cents, as identified by Aldous & Limic in [4]. We note that our limit theorems are valid in the
Gromov—Hausdorff-Prokhorov topology, which controls the distances between all pairs of points,
and not just in the Gromov—Prokhorov topology where only distances between finitely many typical
points are controlled. (A general result has already been proved by Bhamidi, van der Hofstad & Sen
[12] for the Gromov—Prokhorov topology in the special case when 3 =0.) In light of this, we believe
our work contains an exhaustive treatment of all the possible limits related to those multiplicative
coalescents. In the mean time, we remove some technical conditions that had been imposed on the
weight sequences in some of the previous works.

Compactness and fractal dimensions of the limit object : The “homogeneous” scaling limit of the
classical Erd6s—Rényi random graphs is compact. One of the hurdles that one faces when dealing
with genuinely inhomogeneous limits is that the limit objects may not be compact anymore. For
genuinely inhomogeneous graphs, the construction of the scaling limit by Bhamidi, Sen & van der
Hofstad [12] (see also [8]) was only proved to yield compact objects in some very specific cases
(regular power-tailed weight sequences). The link with Galton—Watson forests in our approach
allows to rely on the litterature about these well-studied objects, and to deduce almost directly a
compactness criterion. We also argue that the criterion is tight, but the proof of this fact is left
for some future work. The same is also true for the fractal dimensions (Hausdorff, Minkowski,
packing), which are deduced from the corresponding values for limits of Galton—Watson forests. In
some specific cases, namely where the weight sequence has a power law, this confirms conjectures
of Bhamidi, Sen and van der Hofstad [12] who had obtained Minkowski dimensions.

Avoiding to compute the law of connected components: The connected components the random
graphs may be described as the result of the addition of “shortcut edges” to a tree; this picture is
useful both for the discrete models and the limit metric spaces. The work of Bhamidi, Sen & X.
Wang and Bhamidi, van der Hofstad & Sen [11, 12] yields an explicit description of the law of
the random tree to which one should add shortcuts in order connected components with the correct
distribution. As in the case of classical random graphs treated in [2], this law involves a change of
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measure from one of the “classical” random trees, whose behaviour is in general difficult to control
asymptotically. Our connected components are described as the metric induced on a subset of a
Galton—Watson tree; the bias of the law of the underlying tree is somewhat transparently handled
by the procedure that extracts the relevant subset.

More general models of random graphs. While we focus on the model of the multiplicative graphs,
the theorems of Janson [31] on asymptotic equivalent models (see Section 2.3.4) and the expected
universality of the limits confers on the results obtained here potential implications that go beyond
the realm of this specific model: for instance, random graphs constructed by the celebrated con-
figuration model where the sequence of degrees has asymptotic properties similar to the weight
sequence of the present paper are believed to exhibit similar scaling limits; see Section 3.1 in [12]
for a related discussion.

Upcoming work. As indicated before, here we have restricted ourselves to the case of subcritical
weight sequences, for which o2 (w,,) < o1(w,,), for a technical reason: as we embed the graph into a
Galton—Watson tree with offspring distribution p,,, under this condition p,, is subcritical; then the
Galton—Watson tree is finite a.s.; thereby we can carry out a complete exploration of the tree, upon
which our construction of the graph is based. However, in an upcoming version of the work, we will
resolve this issue and address the asypmtotics in full generality. Also, we have equipped the graph
Gy, with an (inhomogeneous) measure induced by w,,. Another natural choice for the measure is
the counting measure. The difference between these measures is asymptotically negligible, and we
will prove it rigorously in the upcoming version.

Finally, the current version of the linit theorems consider the sequences of connected compo-
nents in the product topology. The embedding of the graphs in a forest of Galton—Watson forest
actually also yields a control the tail of the sequence, which would allow to strengthen the conver-
gence to /P-like spaces as in [2] or [11]; this will be pursued somewhere else as well.

Organisation of the paper In Section 2.1, we give the construction of the finite graphs and its
embedding into Galton—Watson forests, which is based upon a LIFO queueing interpretation. Sec-
tion 2.2 contains the construction of the continuum graphs. We then state in Section 2.3, our main
convergence theorems. The proofs of the results of Section 2 are given in Sections 3-7, while some
facts on the Skorokhod topology and branching process are recalled in Appendices.
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2 Main results

2.1 Exploration of discrete multiplicative random graphs.

We briefly describe the model of discrete random graphs that are considered in this paper and we
discuss a combinatorial construction thanks to a LIFO-queue. Unless the contrary is specified, all
the random variables that we consider are defined on the same probability space (2,.%,P). The
graphs G = (¥ (G), &(G)) that we consider are not oriented, without neither loops nor multiple
edges: &(@) is therefore a set consisting of unordered pairs of distinct vertices.

Let n > 2 and let w = (w1, ..., w,) be a set of weights: namely, it is a set of positive real
numbers such that w; >wy > ... >w, >0. We shall use the following notation.

(11) Vre(0,00), op(w)=wi+...+w.
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Figure 2: An example of YV and the associated exploration tree. Above, an illustration of Y¥. The black
squares B on the abscissa correspond to the arrivals of clients, namely, the sequence {E;} rearranged in
order. The white square O on the abscissa marks the departures of clients: By the LIFO rule, the client
arriving at time E; leaves at inf{t > E; : Y < Yi }. Below, the exploration tree associated to this queue.

Observe that each grey block contains a subtree above the root 0 and is encoded by an excursion of Y¥ — J".
O

The random graph Gy, is said to be w-multiplicative if ¥ (G,) = {1,...,n} and if

(12) the r.v. (L jreg(g.)}) 1<i<j<n, are independent and P ({i, j} € £(Gy)) = 1—e~wiws/o1(w),

2.1.1 A LIFO queueing system exploring the multiplicative graph.

Let us first explain how to generate a w-multiplicative graph G, thanks to the queueing system
that is described as follows: there is a single server; at most one client is served at a time; the
server applies the Last In First Out policy (LIFO, for short). Namely, when a client enters the
queue, she/he interrupts the service of the previously served client (if any) and the new client is
immediately served. When the server completes the service of a client, it comes back to the last
arrived client whose service has been interrupted (if there exists such). Exactly n clients will enter
the queue; each client is labelled with a distinct integer of {1,...,n} and w; stands for the fotal
amount of time of service that is needed by Client i who enters the queue at a time denoted by E;
we refer to E; as to the time of arrival of Client i; we assume that F1, . .., E, € (0, c0) are distinct.
For sake of convenience, we label the server by 0 and we set wy = co. The single-server LIFO
queueing system is completely determined by the (always deterministic) times of service w and the
times of arrival £ = (F1, ..., E,), that are random variables whose laws are specified below. We
introduce the following processes.

13 Vte[0,00), Y =—t+ ilip. and J = inf Y
(13) [0, 00) t 1;:) {E;<t} t Sg&)ﬂ
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The load at time ¢ (namely the time of service still due by time ¢) is then Y;*—J;’. We shall sometimes
call Y'¥ the algebraic load of the queue. LIFO rule implies that Client ¢ arriving at time E; will leave
the queue at the moment inf{t > F; : V¥ < Y _}, namely the first moment when the service load
falls back to the level right before her/his arrival. We shall refer to the previous queueing system as
to the w-LIFO queueing system.

The exploration tree. Denote by V; € {0, ...,n} the label of the client who is served right after
time ¢ if there is one; otherwise (namely, if the server is idle right after time t), we set V; = 0
(for a formal definition, see Section 3). First observe that V; = 0 and that ¢ — V} is cadlag. By
convenience, we set V,_ =0. Next note that VE]. =7 and that VE]._ is the label of the client who was
served when Client j entered the queue. Then, the w-LIFO queueing system induces an exploration
tree T that is defined as follows:

(14) Y (Te) ={0,...,n} and &(Ty) = {{Ve,—,j};1<j<n}.

Namely, Ty is rooted at 0, which allows to view it as a family tree: the ancestor is 0 (the server)
and Client j is a child of Client ¢ if Client j enters the queue while Client ¢ is served. In particular,
the ancestors of Client 7 are those waiting in queue while 7 is being served. See Figure 2 for an
example.

Additional edges. The w-multiplicative graph G, is obtained by adding edges to T as follows.
Conditionally given E, let

(15) PW:Z d(t,.y,) be a Poisson pt. meas. on [0, 00)2 with intensity %1{0<y<nw,Jf} dt dy.

(w)
1<p<pw
Note that a.s. p;; < o0, since YV —J¥ is null eventually. We set:

(16) II, = ((sp,tp))1<p<p where s, =inf {sG[O,tp] : i[nf ]YJ’—JZ > yp}, 1<p<py.
SP>Pw ue(s,tp

Note that s, is well defined, since ¥y, < Yt‘; — Jt"; . We then derive G, from T and I by setting:

Y(Gy)={1,...,n}and &(G,;)=AUS, where

(17) A={{i,j}€&(Ta) 14,521} and S={{V;,, V3, };1<p<puf\A.

Note that Vs, is necessarily an ancestor of V; ; in other words, Vs, is in the queue at time ).
Moreover, we have V, # 0 a.s, since Yy —Jg, = yp > 0. It follows that the endpoints of an edge
belonging to S necessarily belong to the same connected component of Ty \ {0}. Note that 0 is
not a vertex of G;; S is the set of surplus edges. When E is suitably distributed, G, is distributed
as a w-multiplicative graph: this is the content of the following theorem that is the key-point of the

paper.

Theorem 2.1 Keep the previous notation; suppose that E1, . .., E, are independent exponentially
distributed r.v. such that E[E;] = o (w)/wj, for all j € {1,...,n}. Then, G, is a w-multiplicative
random graph as specified in (12).

Proof: see Section 3. ]

The connected components of the w-multiplicative graph. The above LIFO-queue construction
of the w-multiplicative graph G has the following nice property: the vertex sets of the connected
components of G, coincide with those of Ty \ {0}, since surplus edges from S are only added
inside the connected components of the latter. More precisely, we equip G, with the measure
m,; =), <j<n w;0; that is the pushforwards measure of the Lebesgue measure via V' restricted to
the set of times {¢ € [0, 00): V; #0}. Denote by qy the number of connected components of G, that
are denoted by Gy', .. ., G ; here the indexation is such that

m,(V(G1)) ... 2mu(7(G,)) -
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Note that for all k£ € {1,...,qy}, G corresponds to a connected component 7 of T;\{0} such
that

V(G =7V (Ty) and E(G)) =E(Ty)U Sk where Sk:{{i,j}ES:i,je”//(W)}.

Indeed, if {i,j} € S, then either 7 is on the ancestral line of j (namely between 0 and j in Ty), or j
is on the ancestral line of i; therefore, , j are in the same connected component of 7;\{0}.

Let dgy and dr be the respective graph-metrics of Gy and of 7" and denote by mj, the restric-
tion of my to #'(G}). The main purpose of the article is to prove weak limit theorems for the laws of
the random measured metric spaces ((Gf, dgr, mj))1<k<q, Whose metric and measure are suitably
rescaled; the weak limit takes place on the space of sequences of compact measured metric spaces
equipped with the Gromov—Hausdorff—Prohorov topology, whose definition is recalled further. In
our approach, we actually pass to the limit for the trees ((7;’, d7, m}))1<k<q, Via their coding
functions called height processes whose definition is recalled next. We then discuss a key ingredi-
ent in the proof of the limit theorems: namely, a specific embedding of the exploration tree 7, into
a Galton—Watson tree, much easier to analyse; the embedding is carefully explained in the discrete
setting, which helps to understand the definition of the continuous analogue of the exploration tree
that is discussed hereafter and therefore to understand the definition of the limiting graph.

Height process of the exploration tree. For all ¢ € [0, c0), let 7} be the number of clients waiting
in the line by time ¢. Recall that by the LIFO rule, a client entered at time s is still in the queue at
time ¢ iff inf <, <; Y7 > Y7 . In terms of Y'¥, it is defined by

(18)  Hj=#T;, where Jy={s€[0,t]: J;"*" <J;"*} and where Vs€(0,t], J;"* = i?f ]Y;".
re|s,t

We refer to H" as to the height process associated with YV. Note that H} is also the height of the

vertex V; in the exploration tree 7. Actually, this process is a specific contour of the exploration

tree T, and we easily check that it codes its graph-metric d; as follows:

(19) Vs, te[0,00), dp(Vs, Vi) =H{ +Hi — 2 min H; .

r€[sAt,sVi]
See Figure 2. Then, H" and II; completely encode the sequence ((Gy, dgr, m}))1<k<q, of con-
nected components viewed as measured metric spaces. Indeed, each excursion of H" above zero
corresponds to a connected component T, of T;\{0}, the length of the excursion interval is
my (7 (T;')) and S}, corresponds to pinching times that fall in this excursion interval. More de-
tails are given further.

2.1.2 Embedding the exploration tree into a Galton-Watson tree.

A Markovian LIFO queueing system. We embed the w-LIFO queueing system into the following
Markovian LIFO queueing system: a single server which receives in total an infinite number of
clients applying the LIFO policy; clients arrive at unit rate; each client has a type that is an integer
ranging in {1, ... ,n}; the amount of service required by a client of type j is w;; types are i.i.d. with
law vy, = #(W) Z1§ i<n w;d;. Let 7y, be the arrival-time of the k-th client and let J; be the type of
the k-th client. Then, the Markovian LIFO queueing system is entirely characterised by:

(20) Za= 25(%Jk)7

k>1

that is a Poisson point measure on [0, 00) X {1, ..., n} whith intensity /®u4,, where ¢ stands for the
Lebesgue measure on [0, c0). We next introduce the following.

1) Vte[0,00), X7 =-t+> wyloy(n) and If= ir[lf]X;’.
k>1 s€(0,t
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Figure 3: Colouring the clients of the Markovian LIFO queue. In this example, we use the exploration
tree representation of the queue. Clients correspond to nodes in the tree; their types are the numbers next
to them. The lexicographic order of the tree (bottom to top, left to right in the picture) corresponds to the
arrival orders of the clients. Applying the colouring rules, we color the clients one by one in this order: blue
clients are depicted by e, red ones by o. Observe that the blue clients form a subtree of the initial tree. Also
observe in this example, the first blue client of type 6 is not the first type-6 client in the queue: there is one
previous to it, which has been coloured in red because of a red parent. O

Then, X} — I} is the load of the Markovian LIFO-queueing system and X" is called the algebraic
load of the queue. Note that X is a spectrally positive Lévy process with initial value 0 whose law
is given by its Laplace exponent 1) : [0, 00) — R given for all ¢, A €[0, c0) by:

Wi

(e"\“’j —1+Aw;) and ayi=1— o2(¥)

o1(w) ’

E[e_xxg} =N where  1y(\) = agA +Z o1 (w)

1<j<n

Here, recall from (11) that o2(w) =w? + ... 4+ w2. We assume that the Markovian LIFO-queueing

system is critical or subcritical: namely, we assume that X does not drift to co which is equivalent
to the condition oy, >0, that is o2 (w) /o (w) <1.

Colouring the clients of the Markovian queueing system. We recover the w-LIFO queueing
system from the Markovian one by colouring each client in the following recursive way.

Colouring rules. Clients are coloured in red or blue. If the type Ji of the k-th client
already appeared among the types of the blue clients who previously entered the queue, then
the k-th client is red. Otherwise the k-th client inherits her/his colour from the colour of the
client who is currently served when she/he arrives (and this colour is blue if there is no client
served when she/he arrives: namely, we consider that the server is blue).

Note that the colour of a client depends in an intricate way on the types of the clients who entered
the queue previously. For instance, a client who is the first arriving of her/his type is not necessarily
coloured in blue; see Figure 3 for an example. On the other hand, one can check that exactly n
clients are coloured in blue and their types are necessarily distinct. While a blue client is served, note
that her/his ancestors, namely, the other clients waiting in the line (if any), are blue too. Actually,
we will see that the sub-queue constituted by the blue clients corresponds to the previous w-LIFO
queue. We next set:

Blue={t€[0,00) : ablue client is served at time ¢} and Red=0, 00)\Blue.

13



Let Blue stands for the closure of Blue; the set Blue N Red, formed by the left endpoints of the
connected components of Red, is of particular interest to us. It is the set of times 73, such that the
k-th client is a red one who interrupts the service of a blue one (and possibly the server if it is idle
when the k-th client arrives). Note that, by the colouring rule, the type of such a (red) client already
appeared among the previous types of the blue clients. A more formal definition of the random
subset of times Blue is given in Section 4.2.1. We next define the following change of times. For
all t€ [0, 00), set:

t
(22) APP= / Iprue(s)ds, AT"=t—AY", 6% =inf{s€[0,00) : AP¥>¢}
0

and we also introduce the following:

bw__ rw__
(23) XU =t ) wa i e nrey Ad X =) ws L g
E>1 E>1

Lemma 2.2 Set 2.> =", <1 Lamas(Tk) Oabw 5,)- Then, 22 and X*¥ are independent, 2. has
- Tk b
the same law as 2 and X" has the same law as X".

Proof. See Section 4.2.2. [ |

By Lemma 2.2, X®¥ and X ™" are independent copies of X¥. Next observe that (21) immediately
implies:

(24) Vte (0, 00), X7 = ngfw + Xrg,’w .

See also Figure 4.

As explained before and illustrated by the example in Fig. 3, the colour of a client depends
somehow in a complicated way on the types of the previous clients. For this reason, the above
colouring procedure of the Markovian queue does not allow for a straightforward generalisation
to the limit case, where “clients” will arrive according to a Poisson point process with infinite
intensity. Here we explain an alternative construction for the time-change process A>¥, §°¥ A®¥ in
terms of the blue and red processes X ¥ and X*¥. Namely, to understand the limiting processes,
we now explain how to derive the time-change 0> directly from 2.° and X*¥. To that end, for all
je{l,...,n}andallt € [0, 00), we set:

25  Ni(t)=27(00,t]x{j}) and EY =inf{t€[0,00): 2([0,t]x{j})=1}.

Thus, the N7’ are independent homogeneous Poisson processes with jump-rate w;/o1(w) and the

r.v. (4= E¥)1<j<n are i.i.d. exponentially distributed r.v. with unit mean. We also set

o1(w) g

(26) 2= lgriernea( ™) Spon 5,y and H=20— 27"
Tk?

k>1

Namely, %; and %,r/ ® are the empirical measures of the times of arrival (in the blue scale) &
the types of resp. the blue clients and the red clients interrupting blue clients. Recall that by the
colouring rules, 7 € Blue N Red iff the client’s type Jj has already appeared among the types of
the previous blue clients, i.e. Ny, (1%) > 2. On the other hand, the (only) blue client of type j
corresponds exactly to the first atom of N, ;’ , 1 <7 < n. Thus,

(27) @w: Z 5(E;’,j) and Vte [07 00)7 v.] € {17 s ,TL}, ‘%;vr/b([ov t]X{j}) - (N]w(t)_l)"r :

1<j<n
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Figure 4: Decomposition of X¥ into XV and X*%. We take the same example as in Figure 3. Above, the

process X": clients are in bijection with its jumps, their types are the numbers next to the jumps. Blue clients
are marked by e and red ones by o. The restriction of X" to the set Blue corresponds to the grey blocks.
Concatenating these blocks yields the blue process X>™. The remaining pieces of X*, namely, (Z%);>1, are
glued together, producing the red process X*. Concatenating the grey blocks but without the final jump
of each block yields Y. Alternatively, we can obtain YV by erasing in X" the pieces Z', i > 1 and then
removing the temporal gaps between the grey blocks: this is the graphic representation of Y* = X" o §®W.
Observe also that each connected component of Red begins with the arrival of a red client whose type is a
repeat among the types of the previous blue ones, and ends with the departure of this red client, marked by x
on the abscissa. O
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For all z,t € [0, 00), we next set

@8) Yi=—t +) wilimey. Af= ) wi(Nj()-1)+

1<j<n 1<j<n
and ~L"=inf{t€[0,00): X; "< —z}.
Consequently,
(29) Al = Z w3, 15T Nrea(Th) Lineecy and thus V¥ =X~ Aj.
E>1

Clearly (Y¥, A¥) is independent of the cadlag subordinator v**. Moreover, Y'¥ has the same law as
in (13) when the w; E; /o1 (w) are i.i.d. exponential r.v. with unit mean. In the following lemma, we
get O°¥ in terms of 2.? and X*¥.

Lemma 2.3 A.s. for all t€ [0, c0),
(30) O =t + 7 -

Then, AY"=inf{s €[0,00): 05> t}, AT"=1t—A}"; we derive X¥ from X®¥ and X* thanks to
(24). We also get

31) as.Vtel0,00), Yr = g‘zw

Proof. See Section 4.2.3. [ |

The red and blue Galton-Watson trees; height processes. Let YV be given by (28) or equivalently
by (13) with E;’ =Fj, je{l,...,n}. Recall from (14) the definition of the exploration tree 7y that
is derived from the w-LIFO queueing system. Recall from (18) the definition of the height process
‘H" in terms of Y'¥: namely, H} is the number of clients waiting on the line at time t in the blue-times
scale. Recall that while a blue client is served, all the other clients in the line are blue too.
Similarly, the Markovian queueing system governed by 27, as defined in (20) induces an explo-
ration tree denoted by T}, that is defined as follows: its vertices are the clients (and the server) and
its set of edges is specified as follows; we root T3, at the server, that is viewed as the first "client";
the k-th client to enter the queue is a child of the [-th one if the k-th client enters when the [-th client
is served. We next denote by H} the number of clients waiting in the queue right after time ¢, since
both queues are LIFO, the following expression for [’ is an analogue of (18):
(32) Hj=#K;, where Ky={s€[0,]: ;""" <I*} and where Vs €0, ], I;"* = ér[lfﬂ X7
rels,
We shall refer to HY as to the height process associated with X¥. One easily checks that T
is a sequence of i.i.d. Galton-Watson trees glued at their root and that their common offspring
distribution is given by:

wk+1e—w‘j
(33) VEEN, (k)= e
133271 o1(w) k!

We refer to Section 4.1.2 for a more formal definition. Observe that

S k()= 3 wlfo1(w)=0s(w)/o1(w).

k>0 1<j<n

Since the Markovian queueing system is assumed to be (sub)critical, we get >, kpuu(k) < 1.
Thus, the Galton-Watson trees are a.s. finite and H"¥ fully explores Ty.

Since the vertices of T;, are the clients of the Markovian queueing system, the blue clients
in T, are therefore a subtree tree that is a relabelled version of 7T, the exploration tree of the
w-multiplicative graph generated by Y¥. Since the order of visit is preserved, we get the following.
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Lemma 2.4 Recall from (31) the joint law of X¥ and Y*; recall from (30) the definition of 0%°,
recall from (18) and (32) the definition of resp. H" and H". Then,
(34) a.s. Vtel0,00), Hi = H}

o
Proof. See Section 4.2.4. |

Although the law of Ty is complicated, (34) allows to define its height process in a tractable way to
pass to the limit.

Remark 2.1 Note that the height process of XV is actually distinct from H¥. Although related to
H", the tree coded by X ™ is not relevant to our purpose. U

Let us summarise the various embeddings introduced in this section. The sub-system formed
by the server and the blue clients in the Markovian LIFO queue behave as the w-LIFO queue;
the load processes X¥, Y¥ for the two queues are then related by the time-change relation (31).
Since the same genealogical relation is introduced for both queueing systems, the embedding of
the queues leads to the embedding of the associated exploration trees, the latter being formalised
in (34). Meanwhile, we have the decomposition of X" into two independent Lévy processes X >¥
and X™¥. This decomposition has great technical significance in our approach. Firstly, it allows for
the alternative representation (30) of the time-change, which is later generalised into the continuous
setting. Secondly, thanks to this decomposition, we are able to control the pruning as n tends to
infinity and derive a joint convergence for (6®¥, X¥) after a proper scaling (see in particular Lemma
4.3 and Proposition 6.12), which is an essential ingredient in our proof for the convergence of the
graphs.

2.2 The multiplicative graph in the continuous setting.
2.2.1 The continuous exploration tree and its height process.

Notations and conventions. Recall that N stands for the set of nonnegative integers and that N* =
N\{0}. We denote by £3 = {(w;);>1 € [0,00)N w; >w;11} the set of weights. By an obvious
extension of Notation (11), for all 7 € (0, 00) and all w= (w;);>1 € {3, we set o, (w) = ijl w; €
[0, co]. We also introduce the following:

= {weﬁéo : ar(w)<oo}, and 6]3 = {weﬁéo cdjo>1: ij:O},

Let (F4)se(0,00) be a filtration on (£2, .7 ) that is specified further. A process (Z¢)e[o,00) i said
to be (.#;)-Lévy process with initial value 0 if a.s. Z is cadlag, Zy = 0 and if for all a.s. finite
(Z1)-stopping time T, the process Zp, . — Z is independent of .Zp and has the same law as Z.

Let (M;(-))j>1 be a sequence of cadlag (.%;)-martingales that are in L? and orthogonal: namely,
for all ¢ € [0, 00), Y.~ B[M;(t)?] < oo and E[M;(t)My(t)]=0if k> j. Then Y&, M; stands
for the (unique up to indistinguishability) cadlag (.%#;)-martingale M (-) such that for all j > 1 and

2 . .
all t€[0,00), E[supse[o,t] ‘M(s)—ZlSij Mk(s)} 1< 43705, E[M;(t)?], by Doob’s inequality.
Sometimes, we simply write 5., M;(t) instead of M ().

Blue processes. We fix the following parameters.
(35) a,B€[0,00), rE(0,00), c=(cj)j>1€L; .

These quantites are the parameters of the continuous multiplicative graph: c plays the same role as
w in the discrete setting, « is a drift coefficient similar to «,, 8 is a Brownian coefficient and the
interpretation of  is explained later. Next, let (By);c(0,00)» (IVj(t))i[0,00)» J = 1 be processes that
satisfy the following.
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(b1) B is a (:#;)-real valued standard Brownian motion with initial value 0.
(b2) For all j>1, Nj is a (#;)-homogeneous Poisson process with jump-rate Kc;.
(bs) The processes B, Nj, j >1 are independent.
The blue Lévy process is then defined by
(36) Vte[0,00), XP = —at+ /BB;+ ZJ‘ ¢; (Nj(t)—cjkt).
>1

Clearly X? is a (.%;)-spectrally positive Lévy process with initial value 0 whose law is characterized
by the Laplace exponent 1) : [0, co) — R given for all ¢, A € [0, c0) by:

(37) E [e*)‘Xf] =¥V where Y(\)=a\+ +8\2 +Z KCj (e*)‘cf —14Agj).

Jj=1
Since o >0, X® does not drift to oo and we shall refer to it as to the (sub)criticality assumption for
the continuous multiplicative graph. Most of the time we shall assume that:

(38) either 5 > 0 or o2(c) =oc.

This assumption is equivalent to the fact that X has infinite variation sample paths.
We next introduce the analogues of A" and Y as in (28) and (29). To that end, note that
Elc;(N;(t)—1)4]=c;(e” 9" —1+¢;rt) < %(mt)zc?, which makes sense of the following:

(39) Vte[0,00), Ay = LrptE+ ch (Nj(H)=1), and Y, = XP—A.

Jj=1
Remark 2.2 To view Y as in (13), set £; =inf{t € [0, 00): N;(t) =1}, note that ¢;(N;(t)—c;jxt)—
¢j(Nj(t) = 1)+ = ¢j(1{g;<s) —cjrt) and check that ¢;(11p, <y —cjrt) = Mi(t) — /-@c?(t —Ej)+
where M} is a centered (.%;)-martingale such that E[M}(t)*] = ¢}(1—e %) < wtc}. Since
E[KC?(t—Ej)+] < /itc?(l —e ety < f<:2tc§?, it makes sense to write for all ¢ € [0, 00):

Y, = —at—%ﬁBtQ +/BB; +Zlcj (l{EjSt}—K,Cj(t/\ E;)) —Z /{c?(t—Ej)Jr
i>1 j>1
(40) (informab) —_ p— %/@ﬁ# + ﬂBt + ch(l{E].St} —cjKt).
j>1
Namely the jump-times of V" are the F; and AYg, =c¢;. (|

Lemma 2.5 We keep the previous notation. We assume (38). Then, a.s. the process A is strictly
increasing and the process Y has infinite variation sample paths.

Proof. See Section 5.2.1. [ |

Red and bi-coloured processes. We next introduce the red process X* that satisfies the following.
(r1) X* is a (F)-spectrally positive Lévy process starting at 0 and whose Laplace exponent
is ¢ as in (37).
(ro) X is independent of the processes B and (V) >1.

To keep the filtration (.%;) minimal, we may assume that .%; is the completed sigma-field generated
by Bs, (N;(s));>1 and X7, s€0,t]. We next introduce the following processes:

41) Vz,t€[0,00), i =inf{s€[0,00): XI<—z} and 6 =t+~7},.

Observe that 4" is a subordinator with initial value 0 and Laplace exponent the inverse function
1~ 1: see e.g. Bertoin’s book, Ch. VII. Then, note that the blue time-change 6® is strictly increasing
and cadlag; it is the analogue of 6®¥ by (30) in Lemma 2.3. We next introduce the following.

(42) Vte[0,00), AP =inf{sc[0,00):0°>t} and AF=t— AP
We prove the following.
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Theorem 2.6 We keep the previous notation. Then, the process AT is nondecreasing and if we set
(43) vte[0,00), X;= XX? + XX,

then X is a spectrally positive Lévy process with initial value 0 and Laplace exponent 1 as in (37).
Namely, X, X b and X* have the same law.

Proof. See Section 5.2.2. ]

Height processes; pinching points. We next define the analogue of H". To that end, we assume
that v defined in (37) satisfies the following:

® dA
(44) —— < 00.
¥(A)
Note that in particular (44) entails (38).
Le Gall & Le Jan [33] (see also Le Gall & D. [21]) prove that there exists a continuous process

H = (H¢)e[0,00) Such that the following limit holds true for all ¢ € [0, 00) in probability :
t
(45) Hy = lim A (X, —inf, (o Xr<e} S -

Note that (45) is a local time version of (32). We refer to H as to the height process of X. The
analogue of H" is then defined as follows.

Proposition 2.7 For all t [0, 00), set Hy = H, gv- Then, H is a.s. a continuous process. We refer to
‘H as to the height process associated with'Y .

Proof. See Lemma 5.6, Section 5.2.4. [ |
We next define the pinching times as in (47): for all ¢ € [0, 00), set J; = infycg Ys and

conditionally given Y, let

46) P= Z(S(tp:yp) be a Poisson pt. meas. on [0, 00)? with intensity k1l{o<y<v,—J,} dt dy.
p=1

Then, set

47) I'I:((sp,tp))p>1 where s,=inf {s€[0,8,): inf Y,—J, >y}, p>1.

UG[S ’tp]
We claim that the processes (Y, H, IT) completely characterise the continuous version of the multi-
plicative graph as explained in the next section.
2.2.2 Coding graphs.

Coding trees. Let us first briefly recall how functions (not necessarily continuous) code trees. Let
h:]0,00) — [0, 00) be cadlag and such that

(48) h(0) =0 and (p=sup{te[0,00):h(t)>0} < 0.

For all s,t€ [0, (3), we set

(49) br(s,t) = inf h(r) and dp(s,t) = h(s) + h(t) — 2bp(s,t).
rE[sAt,sVi]

Note that d, satisfies the four-points inequality: for all s1, s2, s3, 84 € [0, Cp), di (51, $2)+dp (83, 84) <
(dn(s1, s3)+dn(s2, s4))V(dn(s1, 1) +dn(s2, s3)). Taking s3=s4 shows that dj, is a pseudometric
on [0, (). We then denote by s~ t the equivalence relation dj, (s, t) =0 and we set

(50) T =10,¢n)/ ~n -

Then, dj, induces a true metric on the quotient set 7}, that we keep denoting by d;, and we denote
by pr:[0, () — T, the canonical projection. Note that pj, is not necessarily continuous.
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Remark 2.3 The metric space (7}, dp,) is tree-like but in general it is not necessarily connected or
compact. However, we shall consider the following cases.

(a) h is pure jump: it takes finitely many values.
(b) h is continuous.

In Case (a), Ty, is not connected but it is compact; T}, is in fact formed by a finite number of
points. In particular, 7" is in this case: by (19), the exploration tree T as defined in (14) is actually
isometric to Ty, that is the tree coded by the height process ¥ that is derived from Y by (18).

In Case (b), Ty, is compact and connected; the metric dj, satisfies the four-points condition: it is
therefore a compact real tree, namely a compact metric space such that any pair of points is joined
by a unique injective path that turns out to be a geodesic (see Evans [26] for more references on this
topic). O

The coding function provide two additional features: a distinguished point p, = pp,(0) that is
called the root of T}, and the mass measure m;, that is the pushforward measure of the Lebesgue
measure on [0, {;,) induced by p;, on T},: for any Borel measurable function f: 7} — [0, 00),

Ch
(51) flo)mp(do) = [ f(pn(t))dt .
T, 0

Pinched metric spaces. We next briefly explain how the metric of a graph is modified when several
vertices are added. Since we deal with rescaled version of graphs, and continuous limits of such
graphs, we discuss this point in a general setting. Our construction of the graphs both in the discrete
and the continuous settings consists in creating cycles in the spanning trees of the graphs. In the
discrete setting, we do this by adding surplus edges; in the continuous setting, we identify pairs of
points in a real tree. In what follows, we provide a unified way to deal with both operations on the
metrics.

Let (E, d) be a metric space and let I1= ((z;, y;))1<i<p Where (z;,y;) € E?, 1 <i<p, are pairs
of pinching points. Let € € [0, 00) that is interpreted as the length of the edges that are added to F
(if e =0, then each x; is identified with y;). Set Ap ={(z,y);z,y€ E} and for all e=(x,y) € A,
set e =x and € = y. A path +y joining x to y is a sequence of e1,...,e, € Ag such that ¢; = z,
eg=yand ¢ =e¢; |, forall 1 <i < gq. Forall e = (z,y) € Ag, we then define its length by
le=eNd(zi,y;) if (x,y) or (y,x) is equal to (x;, y;); otherwise we set [, =d(x, y). The length of a
path y=(e1, ..., eq) is given by () =3 ;< le, and we set:

(52) Vo,y€E, dng(z,y) =inf{l(v); visapathjoiningz toy} .

We refer to Section C.1 for more details. Clearly, diy. is a pseudo-metric and we denote the
equivalence relation dry ¢ (z,y) =0 by  =n . y; the (I, €)-pinched metric space associated with
(E,d) is then the quotient space £/=r . equipped with dpy .. First note that if (£, d) is compact
or connected, so is the associated (I, ¢)-pinched metric space since the canonical projection wr ¢ :
E — E/=n_. is 1-Lipschitz. Of course when € >0, dp . on E is a true metric, £ = E//=p . and
w11, is the identity map on F.

Coding pinched trees. Let / : [0,00) — [0, 00) be a cadlag function that satisfies (48) and (a) or
(b) in Remark 2.3; let IT=((s;, ;) )1<i<p Where 0 < s; <t; <(p, forall 1 <i<pand let € € [0, 00).
Then, the compact measured metric space coded by h and the pinching setup (I, ¢) is the (I, ¢)-
pinched metric space associated with (7}, d5,) and the pinching points II= ((pp(s;), pr(ti)))1<i<p
where py, : [0, () — T}, stands for the canonical projection. We shall use the following notation:

(53) G(h’a H7 5) = (Gh,H,67 dh,H,av On,Ile> mh,H,e) .

We shall denote by py, 11,- the composition of the canonical projections wry . © pp,: [0, (n) —= Gh 1165
then oy, 11 = Ph,11,:(0) and my, 11 . stands for the pushforward measure of the Lebesgue on [0, (3,)

via PhIle-
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Coding w-multiplicative graphs. Recall from Paragraph 2.1.1 that (G} )1<k<gq, are the connected
component of G,. Here, qy is the total number of connected components of G; G is equipped
with its graph-metric dgy and with the restriction mj, of the measure my = Z1§ i<n w;6; on G
the indexation satisfies my(Gy') > ... > my(Gy, ) (with a slight abuse of notation). Let us briefly
explain how the excursions of H" above 0 code the measured metric spaces Gj'.

First, denote by (lz, rZ), 1 <k <qy, the excursion intervals of H" above 0, that are exactly the
excursion intervals of Y'¥ above its infimum process Ji =inf (g Y. Namely,

(54) U (i, r}) = {t€[0,00) : H} >0} = {t€[0,00) : V' > J;'}
1<k<qy

Here, we set (j =1} [} = mZ(g,:’) and thus (' >...> C(";w; moreover, if (} = CZH’ then we agree
on the convention that [}y <[}, |; excursions processes are then defined as follows:
(55) Vke{l,...,qy}, Vt€][0,00), Hi(t) = H?lzﬂ)/\rz and Yj(t) = Y&]ZH)/\T‘Z - Z‘E

We next define the sequences of pinching points of the excursions: to that end, recall from (15) and
(16) the definition of 11, = ((sp, tp)) 1<p<p the sequence of pinching points of G; observe that if
tp € (1%, 7¥), then s, € [I¥, r¥]; then, it allows to define the following for all k€ {1,..., qu}:

(56) IIj= ((sl;, t];)) 1<p<pe Where (t]; )1<p<py increases and where
SPXPg - =
the (I}, + s’;, I+ t’;) are exactly the terms (s,, t,y) of IL, such that ¢,y € [I}], r}].

Then, for all £ € {1,...,qu}, we easily see that G is coded by (H},II}, 1) as defined in (53).
Namely,

(57) G(Hj, IT}, 1) is isometric to G .

Here, isometric means that there is a bijective isometry from G(Hj, I}, 1) onto G/ sending mj to

My 117 1-

2.2.3 The continuous multiplicative random graph. Fractal properties.

We fix a, B € [0,00), k € (0,00) and ¢ € £3 such that (44) holds true. By analogy with the discrete
coding, we now define the («, f3, k, ¢)-continuous multiplicative random graph, the continuous
version of w-multiplicative graph. In this construction, the processes (Y, H, IT) defined in Section
2.2.1 plays the role of (Y¥, H", II).

First, recall from (39) the definition of Y'; recall from Proposition 2.7 the definition of H, the
height process associated with Y and recall the notation, J; =inf¢(g 4 Ys, t € [0, 00). Lemma 5.6
(see further in Section 5.2.4) asserts that the excursion intervals of 7{ above 0 and the excursion
intervals of Y —J above 0 are the same; moreover Proposition 14 in Aldous & Limic [4] (recalled
further in Proposition 5.8, Section 5.2.4), asserts that these excursions can be indexed in the de-
creasing order of their lengths. Namely,

(58) {te[0,00) : Hy > 0} = {te[0,00) : Vs > Ty} = | J (les7w)
k>1

where the sequence (; =l — 7, k > 1 decreases. This proposition also asserts that {¢ € [0, 00) :
H,;=0} has no isolated point, that P(#;=0)=0 for all ¢ € [0, c0) and that the continuous function
t — —J; can be viewed as a sort of local-time for the set of zeros of H. We refer to Section 5.2.4
for more details. These properties allow to define the excursion processes as follows.

(59) sz 1, VtE [0, OO)7 Hk(t) == H(lk+t)/\rk and Yk(t) - }/(lk'f't)/\rk - Jl

P
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The pinching times are defined as follows: recall from (46) and (47) the definition of I = ((sp, tp))p>1.
If ¢, € I, 7%, then note that s, € [I, 7], by definition of s,. For all k> 1, we then define: B

(60) TI,=((s}, tl;))lgpgpk where (t})1<p<p, increases and where
the (I + s];, I + t’;) are exactly the terms (s,/, t,y) of IT such that t,y € [Ii,, 7).

The connected components of the (o, 3, k, ¢)-continuous multiplicative random graph are then de-
fined as the sequence of random compact measured metric spaces coded by the excursions Hg and
the pinching setups (IIy, 0). Namely, we shall use the following notation: for all £>1,

(61) Gy, = (G, dk, 0r, my,) stands for G (Hy, ITj, 0) as defined by (53).

The main purpose of this paper is to get a weak convergence of the sequences of rescaled discrete
graphs (G;") to the sequence (Gy). Before stating such results, let us briefly discuss a geometric
property of the random metric spaces G. As part of our construction, each component Gy, of the
graph is embedded in a Lévy tree whose branching mechanism ) is derived from («, 3, k, c) by
(37); roughly speaking the measure my, is the restriction of the mass measure of the Lévy tree;
this measure enjoys specific fractal properties and as a consequence of Theorem 5.5 in Le Gall &
D. [22], we get the following result.

Proposition 2.8 Let o, 8 € [0,00), let k € (0,00) and let ¢ = (c;j);>1 € {3 be such that (44)
holds true. Let (Gy)r>1 be the connected components of the continuous (v, 3, k, c)-multiplicative
random graph as defined in (61). We denote by dimy the Hausdorff dimension and by dim,, the
packing dimension. Then, the following assertions hold true a.s. for all k> 1,

(i) If B#0, then dimy (Gy) =dim, (Gg) =2.
(73) Let us assume that B = 0. By (44), we necessarily get o2(c) = co. We first introduce the
following function:

Vze(0,1), J(l‘):% Z/{c;-’ + ZHC? = Z mc? (1A(¢j/x))

Jjicj<zx jicj>w 7>1

that tends to co as x 0. We next define the following exponents:

(62) v =1+sup{re0,00): g}gl(l)_g} J(z)=00}

— 3 . 3 T —
and n=1+inf{re(l,o00): Q}E%er J(z)=0}.
In particular; if ¢ varies regularly with index p~1 € (1/3,1/2), then v=n=p—1. Then, if
v>1, we get
Proof. See Section 5.2.5. |

2.3 Limit theorems.

Let w, = (w\")j>1 € E}, n €N, be a sequence of weights. We want to prove that rescaled versions
of the connected components (G;™)1<r<g,, » Viewed as random pointed compact measured metric
spaces as defined in (57) weakly converge to the sequence of connected components (Gy,)x>1 of the
continuous multiplicative random graphs as defined in (61). To that end, we first recall in Section
2.3.1 the definition of the Gromov—Hausdorff-Prohorov metric on the space of compact measured
metric spaces. Since the core of our approach consists in embedding multiplicative graphs into
Galton-Watson trees, in Section 2.3.2, we specify the possible asymptotic regimes for such trees and
the Markovian processes that generate those trees. Convergence results for multiplicative graphs are
stated in Section 2.3.3. A careful discussion about the connections to previous works is given in
Section 2.3.4.
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2.3.1 Convergence of metric spaces.

Let (G1,d1, p1,m1) and (Ga,da, p2, m2) be two pointed compact measured metric spaces. The
pointed Gromov-Hausdorff-Prohorov distance of G1 and G5 is then defined by

(63) dcnp(Gr, Go)=inf {dF(61(G1), 62(G2))
+dp(91(p), 62(p2)) + dE (mr o6 maog ) |

Here, the infimum is taken over all Polish spaces (E, dg) and all isometric embeddings ¢; : G; —
E,ie{l,2}; d%aus stands for the Hausdorff distance on the space of compact subsets of F, dPEmh
stands for the Prohorov distance on the space of finite Borel measures on E' and for all i € {1, 2},
m; ogb;l stands for the pushforward measure of m; via ¢;.

We recall from Theorem 2.5 in Abraham, Delmas & Hoscheit [1] the following assertions:
dgup is symmetric and it satisfies the triangle inequality; dgup(G1,G2) = 0 iff G1 and G are
isometric, namely iff there exists a bijective isometry ¢ : G1 — G2 such that ¢(p1) = p2 and such
that mo =mj 0 ¢~ . Denote by G the isometry classes of pointed compact measured metric spaces.
Then, we recall the following result.

Theorem 2.9 (Theorem 2.5 [1]) (G, dcup) is a complete and separable metric space.

Actually in our paper, weak-limits are proved for coding functions, which entail dgyp-limits as
asserted by the following lemma.

Lemma 2.10 Let h,h' : [0,00) — [0,00) be two cadlag functions such that y, and (. are finite
and that satisfy (a) or (b) in Remark 2.3. Let I1 = ((s;,t;))1<i<p and II' = ((s},t}))1<i<p be two
sequences such that 0 < s; <t; <(p and 0 < s}, <t, <(p. Let €,e' €]0,00). Let § € (0, 00) be such
that

(64) Vie{l,...,p}, |si—si|<8 and |t;—t} <4 .

Recall from (53) the definition of the pointed compact measured metric spaces G :=G(h, 11, €) and
G :=G(W Il €"). Then, we get:

(65) dcup(G,G') <6(p+ 1) (|h—R||oo + ws(h)) + 3p(eVe') + |G —Curl

where ws(h) =max {|h(s)—h(t)|; s,t€[0,00): |s—t| <} and where ||-||o stands for the uniform
norm on [0, 00).

Proof. See Appendix Section C. The proof is partly adapted from Theorem 2.1 in Le Gall & D. [22],
Proposition 2.4 Abraham, Delmas & Hoscheit [1] and Lemma 21 in Addario-Berry, Goldschmidt
& B.in [2]. |

2.3.2 Possible asymptotic regimes.

A priori estimates. Let w, = (w");>1 € ¢}, n € N, be a sequence of weights. We discuss

assumptions on w, in order to get proper weak-limits of rescaled w,-multiplicative graphs G,
viewed as random measured metric spaces. Let us first mention that the number of vertices of G,
that is j,, :=sup{j > 1 : w{"” >0}, is not necessarily equal to n; of course, we want it to tend to 0o
as n— oo.

We introduce two kinds of scaling factors: weight factors a,, that are related to the asymptotics
of the large weights, and exploration-time factors b,, that take into account the speed of the explo-
ration of the graph. We recall the following convention: if (u,,) and (v,,) are two sequences of non-
negative real numbers, then u,, < v,, means that there exists k € (1, c0) such that u,, /k < v, <ku,
for all sufficiently large n.
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— (A1) Large weights are proportional. Large weights that persist in the limiting graph have to be
of the same order of magnitude. Namely, if w!" does not vanish, then '™ < w{" =< a,,, and more
generally w” =O(ay,).

— (As) Vertices with large weights tend to be well-separated. In the limit, if two large weights
persist, they cannot fuse and they tend not to be connected by an edge. Namely, if the two largest
weights persist, then

1 —exp(—w@ wé")/ol (wp) —0

(n) (n)

and since w{” < wS" < a,, it entails lim,, o, a2 /o1 (w, ) =0.

— (As3) Exploration time-scale. We denote by C,, (resp. D)) the number (resp. the sum of the
weights) of the vertices explored before visiting the vertex with the largest weight w!™. In terms
of the w,-LIFO-queue coding G, , C), is the number of clients who entered the queue before the
arrival of Client 1 and D, is the sum of the times of service of the clients who entered the queue
before the arrival of Client 1. We easily check that

(law) (law) n
Cn = Z Liej<ey and Dp = Z wﬂ(')l{ej<el}’

2<5<jn 2<5<jn
where (w{" e;)2<<;j, are i.i.d. exponential r.v. with unit mean. Consequently,
(n) (n))2
w; (w;™)
E[C)] =D — i o and E[Dn) =) — J+ () -
j>2 Wi T j>2 Wi T

By (A1) and (A2), we get o1 (wy,) =< a,E[C,] and that o2(w,) < a,E[D,]. In the asymptotic
regime that we consider, we require the two following properties.

— (Asa) The number of visited vertices has to be of the same order of magnitude as the sum of the
corresponding weights: namely E[C),] < E[D,,].

— (A3b) In the time-scale b,,, the first time of visit of the vertex with the largest weight converges
to a non-trivial limit: namely, b,, < E[C,,].

Assumptions (Asa) and (Asb) imply that there exists K € (1, 00) such that K 1< o9 (w,, )/o1 (w,,) <
K and K~! <apb, /o1 (w,) < K. Note that a2 /o (w,) — 0 implies: a,,/b, — 0. We shall also
require the additional technical assumption b, = O(a2).

To summarise, the previous arguments justify why we restrict to sequences a,, b, € (0, 00),

w, €L}, n €N satisfying the following a priori assumptions:

b b
(66)  ap and — —— o0, — —— Bo€l0,00),
ap n—oo a,; n—oo
(n)
w anb
Sup —— < 00 and “ —— k€ (0,00).
neN Qn Jl(wn) n—o00

Note that (66) allows 5y to be null and that we have relaxed the assumption inf,,cy w%")/an >0.

Remark 2.4 We call (A3b) the Condensation Assumption. If one relaxes this condition, we get
interesting asymptotic regimes that have not been considered previously and that we shall study in
future works. (|

Convergence results for the Markovian queue. As already mentioned the convergence of the
graphs G, is obtained thanks to the convergence of rescaled versions of Y*» and H*" and the
convergence of these two processes is also obtained by the convergence of the Markovian processes
into which they are embedded: namely, the asymptotic regimes of (Y¥», H"*) and of (X", H")
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should be the same. The purpose of this section is to state weak limit-theorems for X" and H"".
Let us mention that a part of the results of this section rely on standard limit-theorems on random
walks, on results due to Grimvall in [27] on branching processes and on results due to Le Gall
& D. in [21] on the height processes of Galton—Watson trees. However, the specific form of the
jumps and of the offspring distribution of the trees actually requires a careful analysis done in the
Proof-Section 6.3.

Recall from (21) the definition of the compensated Poisson process X “"; recall that the Marko-
vian queueing system induced by X ¥ yields a tree T, that is an i.i.d. sequence of Galton-Watson
trees with offspring distribution /i, whose definition is given by (33). Denote by (Z,")ren a
Galton-Watson Markov chain with offspring distribution /i, and with initial state Zg" = |ay].
The following proposition is mainly based on Theorem 3.4 in Grimvall [27] (p.1040) that proves
weak convergence for Galton-Watson processes to Continuous States Branching Processes (CSBP
for short). Recall that a (conservative) CSBP is a [0, co)-valued Markov process obtained from
spectrally positive Lévy processes via Lamperti’s time-change; the law of the CSBP is completely
characterised by the Lévy process and thus by its Laplace exponent that is usually called the branch-
ing mechanism of the CSBP: we refer to Bingham [15] for more details on CSBP (see also Appendix
Section B.2.2 for a very brief account). We denote by D([0, c0), R) the space of cadlag functions
from [0, 0o) to R equipped with Skorokod’s topology and we denote by C([0, o), R) the space of
continuous functions from [0, 00) to R, equipped with the topology of uniform convergence on all
compact subsets.

Proposition 2.11 Let a,, b, € (0,00) and w, € E}, n € N, satisfy (66). Recall from above the
definition of X" and Z"". Let (Xt)ic[o,00) and (Zt)ie(o,00) be two cadlag processes such that
Xo = 0and Zy = 1. Then, the following holds true.

(i) The following convergences are equivalent.
(i-a) There exists t € (0, 00) such that a%Xz?:t — Xy in law on R.
(Z'b) (ixg:t)te[o,oo) — (Xt)tE[O,oo) in law on D([Ov OO), R)
(¢) (L2570 Dictoo) — (Zodicio) in law on D([0, 00) ).
If any of the three convergences in (i) holds true, then X is a spectrally Lévy process and Z a
conservative CSBP; moreover there exist « €R, €[y, 0), k€ (0,00) and c=(c;);>1 €3

such that the branching mechanism of Z and the Laplace exponent of X are equal to the same
function ) given by:

(67) YAE[0,00), $(N)=aX+ BN+ kej(e M —1+Ac;).
Jj>1

(i) Any of the three convergences in (i) is equivalent to the following conditions:

bn UQ(Wn) bn 03(Wn)
68) (C1): —(1-— Cc2): —-
@) (€1 2(1-TE) e (€2 BTN o B nas(e).
e
(69) (C3): Vje N, (% — ¢
(1i1) Any of the three convergences of (i) is equivalent to (C1) and the following limit for all
A€ (0,00):
(70) @nbn wy” =X fan 4\ ™) ) — (\) — aA
J — 3 —
Ul(wn) y an ¢ Wy 1Gn nee “

j>1
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(iv) Forall a« € R, B €[0,00), k € (0,00) and ¢ = (c;);>1 € {3, there are sequences ay, b, €
(0, 00), Wy, GE}, neN, satisfying (66) with 5y €0, 8], (C1), (C2) and (C3).

Proof. See Section 6.3 (and more specifically Section 6.3.2). As already mentioned, Proposition
2.11 (i) strongly relies on Theorem 3.4 in Grimvall [27] (p.1040). However, (i), (¢i¢) and (iv)
require specific arguments. ]

Recall from (32) the definition of H¥", the height process associated with X¥.

Proposition 2.12 Let ., 3 € [0,00), k € (0,00) and ¢ = (¢;j);>1 € {3 and let 1) be given by (67).
We assume that 1) satisfies (44): namely, [ *d\/y(N\) < oo. Let X be a spectrally positive Lévy
process with Laplace exponent 1. Let H be its height process as defined in (45). Let ay,, by, € (0, 00),
Wp, EE}, neN, satisfy (66) with 5y € [0, 8], (C1), (C2) and (C3). Suppose that oo (wy,) < o1 (wy)
for all n. We also assume the following:

(71) (C4): 36€(0,00), 1Lrgi§.}fP(ZLbﬁL6/w:0) > 0.
Then, the joint convergence holds true
(72) (G X5 icio.00)> (= Hy" efo,00)) — (X, H)

weakly on D([0,00),R) x C([0, 00), R) equipped with the product topology. We also get:

: Wn A —wy(t < dh
(73) Vte|0,00), nlggoP(ZLbnt/anJ_O) =W here /%(t)w()\) =t.
Proof. See Section 6.3 (and more specifically Section 6.3.2). Proposition 2.12 strongly relies on
Theorem 2.3.1 in Le Gall & D. [21]. However, its proof requires more care than expected at first
glance because the asymptotic regime is quite restrictive and because H"" is not exactly the height
process as defined in [21] (it is actually a time-changed version of the so-called contour process as
in Theorem 2.4.1 [21] p. 68). |

The following proposition provides a pratical criterion to check (C4): in particular, it shows
that (C4) is always true when 3y > 0; it also shows that Proposition 2.12 is never void.

Proposition 2.13 Let o, 3 € [0,00), £ € (0,00) and ¢ = (c;);>1 € {3. Let 1 be given by (67) and
assume that 1 satisfies (44): namely, [ °d\/(N) < oo. Then, the following holds true.
(i) Let an,by € (0,00), w, € £, n €N, satisfy (66), (C1), (C2) and (C3). Denote by 1)y, the
Laplace exponent of (éX b )ie(0,00)° namely, for all A€ [0, 00),

(n)
(74) ¢n()\) :zi (1 . 02(Wn)>)\ i anby, Z w; (S—Aw](-n)/an 14 )\w](n)/an)

n Ul(Wn) Ul(wn) i1 anp

Then, (C4) holds true if

an g\
75 lim limsu / —=0.
(75) Yy—ro0 n—>oop y ¢n()\)
In particular, if 5y >0 in (66), then (75) is always satisfied and (C4) holds true.
(7i) There are sequences ay, b, € (0,00), w, € E}, n € N, that satisfy (66) with By =0, (C1),
(C2) and (C3) but not (C4).
(7i1) There exist ay,b, € (0,00), and w, € E}, n € N, that satisfy (66) with any By € [0, ],
(C1),(C2),(C3) and (C4).

Proof. See Sections 6.3.3, 6.3.4 and 6.3.5. [ |
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2.3.3 Limit theorems for multiplicative random graphs.

A convention. To deal with limits of sequences of pinching times, it is convenient to embed
([0, 00)2)? into (R?)N" by extending any sequence ((s;,t;))1<i<p € ([0,00)%) by setting (s;,t;) =
(—=1,—1), for all i > p. Here, (—1,—1) plays the role of an unspecific cemetery point. We equip
(R%)N" with the product topology. Then, the main theorem of paper is the following.

Theorem 2.14 Let o, 3 € [0,00), k € (0,00) and ¢ = (c¢;)j>1 € {3. Let 1 be given by (67) and
assume that 1) satisfies (44): namely, [~ d\/y(N) < oc. Recall from (39), the definition of Y.
Recall from Proposition 2.7 the definition of H. Recall from (47) the definition of I1. Recall from
(41) the definition of O°. Recall from (43) the definition of X. Recall from (45) the definition of H.
Let ay,, by, € (0, 00), and wy, EE}, n €N, satisfy (66), (C1), (C2), (C3) and (C4), as specified
in (68), (69) and (71). Recall from (13) the definition of Y¥". Recall from (18) the definition of H"".
Recall from (16) the definition of I1;, . Recall from Lemma 2.2, from (24) and from (30) in Lemma
2.3, the definition of the joint law of (6°¥", X" ). Recall from (32) the definition of H"".
Then, the joint convergence
76) (e Xp s sy ot 2 Vo) S My 5 e, ) ——— (X HL (6°,Y), H,T0)
n—oo
holds weakly on D(]0, 00),R) x C([0,00), R) x D([0, 00), R?) x C([0, 00), R) x (R®)N" equipped
with the product topology.

Proof. See Section 6.1. [ |

Theorem 2.14 implies that rescaled versions of (H", Il ) converge to (#,II). This entails
the convergence of the coding processes of the connected components of G, . More precisely,
recall from (55) that (H;"(-))1<k<g,, are the excursions of " above 0 and recall from (59) that
(Hg())x>1 are the excursions of H above 0. We also recall that

pr=sup{te[0,00) : Hy"(t)>0} and (,=sup{te[0,00) : Hy(t)>0}

stand for the respective duration of the excusions H;" and . The indexation is such that the
sequences (¢;") and ((j) are non-increasing. Recall from (56) and from (60) the definition of the
respective sequences (IT}" )1 <p<gq, and (IT;)z>1, that are the pinching times. As already specified,
we trivially extend each finite sequence IT}" as a random element of (R%)N". We pass to the limit
for rescaled versions of ((H;", (", II3"))1<k<g,, - Since gy, tends to oo, it is convenient to extend
this sequence by taking for all k£ > gy,,, H;™ as the null function, ;" = 0 and II}" as the sequence

constant to (—1, —1). Then the following theorem holds true.

Theorem 2.15 Under the same assumptions as Theorem 2.14, the following convergence
(77 (((ZTZ‘HZ” (bnt))te[(LOO)7 iCZ;]”? iHZ”))kzl oo } ((Hkv Chs Hk))kzl

holds weakly on ((C([0,00),R) x [0, 00) x (RN equipped with the product topology.
Proof. See Section 6.2.1. |

As a consequence of Lemma 2.10, Theorem 2.15 entails the convergence of a rescaled version
of the connected component of G, . More precisely, recall from (61) the notation (Gk, dg, ok, mk)
for G(Hy, Ik, 0), the graph coded by the function Hy, and the pinching setup (II,0): namely, Gy
is the k-th largest connected component of the continuous («, 3, , c)-multiplicative graph. Recall
that

(G, dj, opr,mir), 1<k < g,
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are the connected components of the w,-multiplicative graph G, . Here, d;"* stands for the graph-
metric on G, m;" is the restriction to G of the measure my, = 3., w}’”éj, o, is the first

vertex of g,;’ " that is visited during the exploration of G, , and the indexation satisfies:
Wn Wn Wn Wn
ml (gl ) Z e Z m(Iwn (ngn)-

Next, recall from (57) that G is isometric to the graph coded by the function H;" and the pinching
setup (IT;, 1): thus, they define the same random element in the space G of the isometry classes of
pointed compact measured metric spaces equipped with the Gromov-Hausdorff-Prohorov distance
dcup defined in (63). Since gy, tends to oo, it is convenient to extend the sequence (G, )1<r<g,, by
taking G;'" equal to the point space equipped with the null measure for all k> gy,,. Then, Theorem
2.15 and Lemma 2.10 entail the following theorem.

Theorem 2.16 Under the same assumptions as Theorem 2.14, the following convergence

(78) ((913’"7Z*Zdi"wi”aim?))kzl — ((Gkvdkv@kvmk))kzl

n—o0
holds weakly on GN" equipped with the product topology.
Proof. See Section 6.2.2. n

2.3.4 Connections with previous results.

Entrance boundary of the multiplicative coalescent. The model of w-multiplicative random
graphs appears in the work of Aldous [3] as an extension of Erd6s—Rényi random graphs that have
close connections with multiplicative coalescent processes. Relying upon this connection, Aldous
and Limic determine in [4] the extremal eternal versions of the multiplicative coalescent in terms of
the excursion lengths of Lévy-type processes close to Y'; to that end, they consider in Proposition 7
[4] asymptotics of the masses of the connected components of sequences of multiplicative random
graphs. The asymptotic regime in Proposition 7 [4] is very close to Assumptions (66) and (C1) —
(C3) in our Theorem 2.16.

Let us briefly recall Proposition 7 in [4] since it is used in the proof of Theorem 2.16. Aldous
& Limic fix a sequence of weights x,, € K;, n € N, and their notations for multiplicative graphs
are the following: let (&; j);>i>1 be an array of independent and exponentially distributed r.v. with
unit mean; let N(x,) =max{j > 1 : 2" > 0}; then for all ¢ € [0, 0), Aldous & Limic consider
the random graph G,,(¢) whose set of vertices is ¥ (G,(q)) = {1,..., N(x,)} and whose set of
edges &(G,(q)) is such that {1, j} € &(Gy(q)) iff & j < qz{z{"™; the graph is equipped with the
measure m,, = 2j>1 xﬁ-’”é»; let ¢1(%n,q) > ... > (k(%n,q) > ... stand for the (eventually null)
sequence of the m,-masses of the connected components of G,(q). Then, it is easy to check that
X, 1 ¢ (Ck(%n, q))r>1 is a multiplicative coalescent process with finite support. Then, Aldous
& Limic describe the limit of the processes X,, in terms of the excursion-lengths of a process
(WAL TAL AL ) e 10,00) Whose law is characterized by three parameters: kaL € [0, 00), 7oL € R and
CAL €€§ ; this process is connected to the («, /3, k, ¢)-process Y defined in (39) as follows:

a
(79)  Vs€l0,00), WA-TTLEAL =Y, where kaL=—, 7aL=— and caL=c.
K K

Proposition 7 [4] assumes the following:

(p)

) 03(xn) R, i AL . _
(80) nh_}rrgo (o2 (x))? =kaL +03(caL), VjeNH nh_}ngo . =c;~ and nh_}rrgoag(xn)—o.

and it asserts that for all Top €R, X, (02(x,) ' —7aL) — (Ck)k>1, weakly in €5, where (C;)g>1 are
the excursion-lengths of WAL ~7AL:CAL gbove its infimum, listed in the decreasing order.
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Assumptions (80) are close to (C2) and (C3). More precisely, let (o, 3, k, c) be connected
with karL, TaL and cap as in (79); let a,, b, € (0,00) and w,, € K} satisfy (66) and (C1) — (C3);
then, set:

(n) 2
, RW; b o (wy) e
ViEN, ol = —— and = (1~ ) 2L
J o bn TAL K209 (wy) 01(wn)/ n—oo K TAL

Recall from (12) the definition of G, , the w,,-multiplicative graph. Recall that m = i>1 wﬁ.”) d;.
Recall from Section 2.1.1 that the G, are the connected components of G, listed in the non-
increasing order of their my, -mass. Then, it is easy to check the following.

_ _ K
81)  Gp(o2(xn) L —7AL) = G, and i (xn, 02(xp) L —TAL) = b M, (G") =: K(-
n
Note that the ¢}’ are the excursion-lengths of (in:’%)te[o,oo) above its infimum. Since 73, = /K
and since multiplicative coalescent processes have no fixed time-discontinuity, Proposition 7 in [4]
immediately entails the following proposition that is used in Section 6.2.1 to prove Theorems 2.15
and 2.16.

Proposition 2.17 (Proposition 7 [4]) Let a,, b, € (0, 00) and w, € ¢ J% satisfy (66) and (C1)—(C3),
with a, 3,€ [0,00), k € (0,00) and c € £3. Recall from (28) (resp. from (39)) the definition of Y *n

(resp. of Y). Let (C}})1<k<qu, (Tesp. (Ck)rx>1) be the excursion-lengths Of(iybiri)te[(),oo) (resp. of
Y ) above its infimum. Then,

n weakly in E;

n—o0

Gromov-Prokhorov convergence of multiplicative graphs without Brownian component. In
light of the above mentioned result of Aldous & Limic [4] on the convergence of the component
masses of the multiplicative graph in the asymptotic regime (80), it is natural to expect that the graph
itself should also converge in some sense. The first affirmation in this direction is due to Bhamidji,
van der Hofstad and Sen who prove the following in [12]: Denote by %;(q) the i-largest (in m,,-
mass) connected component of G,,(q), that is, my(%i(q)) = (i(xn,¢). Equip each component
€;(—TaL + 02(x,)) with its graph distance rescaled by o2(x,) and with the mass measure m,,,
they prove that under (80) with 741, = 0, the collection of rescaled metric spaces converge in the
sense of Gromov—Prokhorov topology to a collection of measured metric spaces, which are not
necessarily compact. They also give an explicit construction of the limiting spaces based upon a
model of continuum random tree called ICRT. The Gromov-Prokhorov convergence is equivalent
to the convergence of mutual distance of an i.i.d. sequence with law m,,, which is weaker than the
Gromov-Hausdorff-Prokhorov.

Limits of Erdds—Rényi graphs in the critical window. The first result proving metric convergence
of rescaled Erd6s-Rényi graphs and their inhomogeneous extensions is due to Addario-Berry, Gold-
schmidt & B. in [2]. In this paper, they study the scaling limits of the largest components of the
Erdés—Rényi random graph G(n, p,) in the critical window p,, =n~'—an~*3, with « € R. which
corresponds to the graph G, where wj(.") = 1{j§n}nlog(ﬁ), j > 1. Taking, a, = n'/? and
b, = n?/3, we immediately see that a,,, b, and w, satisfy (66) with x = By = 1, (C1), (C2) and
(C3), with a € [0, 00), =1 and ¢ = 0. Namely, the branching mechanism is 1(\) = a\ + 2.
Since [y > 0, Proposition 2.13 (i) implies that (C4) is automatically satisfied and Theorem 2.16 ap-
plies: in this case, Theorem 2.16 is a weaker version of Theorem 2 in Addario-Berry, Goldschmidt
& B. [2], p. 369: the result in [2] actually holds for o possibly negative and the paper provides
more precise estimates on the size of metric components. Let us mention that [2] also contains
tail-estimates on the diameters of the small components. Such estimates seem difficult to obtain in
the case of general w,,.
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Multiplicative graphs in the same bassin of attraction as Erdés-Rényi graphs. Bhamidi, van der
Hofstad & van Leeuwaarden in [10], Bhamidi, Sen & X. Wang in [11] and Bhamidi, Sen, X. Wang
& B. in [7] investigate asymptotic regimes in the bassin of attraction of Erd6s—Rényi graphs in the
critical window. More precisely, they consider the cases where a,, = n'/3, b, = n?/3 and where
Wp € 6]3 is such that w;-m =0 for all j >n and

(n)

(83) % —0, Jo,0'€(0,00): 04(wn)=no+o(n*?), ie{1,2} and o3(w,) =no’+o(n).
n

Note that o’ > o since o (w,) < \/03(w,)\/01(w,) by Cauchy-Schwarz. Another application of
Cauchy-Schwarz, o1 (w,) < \/no2(wy,), which implies o <1. For all a € [0, 00), set

W () = (l—an_%)wn: ((1—an_%)w;-">)j>1 :

Then, (83) easily implies that a,,, by, w, (a) satisfy (66), (C1), (C2) and (C3), with « € [0, 00),
Bo=1,B=0'/o, k= 1/o and ¢ = 0. Thus, the branching mechanism is 1)(\) = a\ + %%/)\2.
Since By = 1, Proposition 2.13 (i) implies (C4). Then, Theorem 2.16 holds true, which extends
Theorem 3.3 in Bhamidi, Sen & X. Wang in [11] that has been proved by quite different methods
and under two additional technical assumptions (Assumptions 3.1 (¢) and (d)). Let us mention that
the convergence under the sole assumptions (83), that we proved, has been conjectured in [11],
Section 5, part (c).

Power-law cases. We extend the power-law cases investigated in Bhamidi, van der Hofstad & van
Leeuwaarden [14] and Bhamidi, van der Hofstad & Sen [12]. Let W :2— [0, 00) be a r.v. such that

(84) r=E[W]=E[W? <oco and P(W >2)=2x"L(x),

where p € (2, 3) (in the notations of [12], 7=p + 1 € (3,4)) and where L is slowly varying at co.
We then set for all y € [0, 00),

(85) G(y) =sup {z€(0,00) : P(W >z) > 1Ay}.

Note that G(y) =0 for all y € [1, 00) and that G(y) =y ~/# £(y), where £ is slowly varying at 0. We
assume the following.

(86) VneN*, P(W=G(1/n)) =0.
Let x, g€ (0, 00) and let ay,, by, w, be such that

) an ~ 7 'G(/n), Yzl wV=G(/n), by ~ koi(w)/an .

n—r00 J
Then, the following lemma holds true.
Lemma 2.18 We keep the notations from above and we assume (86). Then a, ~ q_ln%€(1 /n),

by ~ gk nlf%/ﬁ(l/n) and ay,, by, and w,, satisfy (66) with 5y =0.
Next, let us set for all integers j > 1 and all a € [0, 00),

1
(88) w](-n) (@)= (1— Z—:(a - ao))wj(n), where ap=2rq> (/Oy{yp} dy —|—p%2>

and where {-} stands for the fractional part function. Then, ay,, by, wy () satisfy (66), (C1)—(C4)
1
with a.€[0,00), k€(0,00), B=po=0and c; =qj », forall j>1.
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Proof. See section 7. [ |

Lemma 2.18 implies that Theorem 2.16 applies to a,, b, and w,(«) as defined above. This
extends Theorem 1.2 in Bhamidi, van der Hofstad & Sen [12] (Section 1.1.3) that asserts the same
weak-limit under the more restrictive assumption that L(xz) = 2’P(W > z) — cp € (0,00) as
x — 0o (see (1.3) in [12], Section 1.1.1) and where it is also assumed that P(W € dz) = f(x)dx,
where f is a continuous function whose support is of the form [, 00) with £ > 0, and such that
x € [e,00) — xf(x) is non-increasing (see Assumption 1.1 in [12], Section 1.1.3). Let us mention
that the proof of Theorem 1.2 [12] is quite different from ours.

Let us also mention that Conjecture 1.3 right after Theorem 1.2 in [12] is solved by our Proposi-
tion 2.8 that asserts the following: if a € [0, 00), k€ (0, 00), B=0and ¢; = qj~ /7, then =~ =p—1
(which corresponds to 7—2 in [12]) and

p—1
p—2

where dimy and dim,, stand respectively for the Hausdorff and for the packing dimensions.

P-as. forall k>1, dimpg(Gg)=dim,(Gy) =

General inhomogeneous Erdds—Rényi graphs that are close to be multiplicative. In [31], Janson
investigates strong asymptotic equivalence of general inhomogeneous Erd6s—Rényi graphs that are
defined as follows: denote by P the set of arrays p = (pij)j>i>1 of real numbers in [0, 1] such that
Np=sup{j>2: >, pi,j >0} <oc; the p-inhomogeneous Erdds-Rényi graph G(p) is the ran-
dom graph whose set of vertices is {1, ..., N(p)} and whose random set of edges &' (G(p)) is such
that the r.v. (1145 jres(a(p))})1<i<j<N(p) are independent and such that P({i, j} € £(G(p))) =pi ;-
The asymptotic equivalence is measured through the following function p that is defined for all

p.q€[0,1], by p(p,q) = (\/p—/2)* +(v/T=p—+/I—q)*. More precisely, let p,,q, € P, n€N;

then Theorem 2.2 in Janson [31] implies that there are couplings of G(p,,) and G(q,) such that
lim;, 00 P(G(pr) #G(qy,)) =0 if and only if

: ) ()
(89) Jim > p(elal) =0

We then apply this result as follows: let a,,, b, € (0, c0) and w,, € ﬁfi, n €N, satisfy the assumptions
of Theorem 2.16; we set

(n)
w(n) (n) q; j

if (n)
(90) Vi>i>1, p = ﬁ and () = o if p" >0

First note that max;-;>1 pg? = O((w'"/an)?an/b,) — 0 by (66); next, as proved in Janson [31]
(2.5) p. 30, if p<0.9, then p(p, q) < |p—q|(1 A |¢/p—1]). Thus, (89) is equivalent to

oD lim Z P | (LA [ul? ) =0,  with the convention p") [u") |=¢") if p{") = 0.
]>z>1

In particular, let & : [0,1] — [0, 1] be such that h(z) = 2 + O(2?). If we set ¢\") = h(p{"), then
there exists C' € (0, 00) such that [u{")| < Cp{™). In this case, for all sufficiently large 7,

2
Z pg (n) 1 A |u§7;)|) < 02 Z (pgr;)) 020'3(Wn)3 ~ C’(an/bn)?’ —50
j>i>1 G>i>1 o1 (Wn)
by (C2) and (66). Cases where h(x) =z have been considered by van der Esker, van der Hofstad &
Hooghiemstra [39], close cases where h(z) = 1Az have been studied by Chung & Lu [20]; the cases
where h(x)=1—e~*, was first studied by Aldous [3] and Aldous & Limic [4] and the previous cited
papers [2, 7, 10-12, 14], including this paper; cases where h(x) =x /(1 + x) have been investigated
by Britton, Deijfen & Martin-L&f [19]. To summarise, Janson’s Theorem 2.2 [31], p. 31 combined
with Theorem 2.16 imply the following result.
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Theorem 2.19 (Theorem 2.2 in Janson [31]) Assume that a.,, by, w, satisfy the same assumptions
as in Theorem 2.14 (and thus as in Theorem 2.16). We define p,, by (90). Let q,, € P. We define
(uij) )j>i>1 by (90) and we suppose (91). Then, there exist couplings of G(qy) and Gy, such that

(92) lim P(Gu, #G(an)) =0

and the weak limit (78) in Theorem 2.16 for the metric part holds true in the same scaling for the
connected components of G(qy). In particular, its holds true when u\") = h(p\"”), j >i>1, for all

functions h:[0,1] — [0, 1] such that h(x) =x + O(z?).

3 Proof of Theorem 2.1.

Let G = (¥(G),&(G)) be a graph with 7 (G) C N\{0}. We suppose that G has g connected
components C¥, ..., C¢ listed in the increasing order of their least vertex: min C{ <...<minC{.
Let w=(w;) ey (q) be a set of strictly positive weights; we m= Zje”//(G) w;0; that is a measure on
7 (G). We then define a law Agn on ((0,00) € ¥(G))? as follows. Let (II;) ey /() be indepen-
dent Poisson random subsets of (0, co) with rate w; /o1 (w) (for convenience, the II; are viewed as
random countable subset of (0, 00)); for all non-empty subset S C ¥ (G) we set II(S) := 5 IL;.
Then II(.S) is a Poisson random set with rate m(S) /o1 (w) and II({j}) =1II;, for all j € #(G). For
all ke{l,...,q}, we then define (T}, U) : 22— (0, 00) x ¥ (G) by

Ty, =inf II(C (k)) =inf [y, where the permutation s is such that inf I1(C%,,)) <...<infII(CZ,))

(here, we slightly abuse notation by writing C{ instead of #(C¢)). Namely, T} is the kth order
statistic of (inf II(CY),...,inf II(C§)). We denote by Agn the joint law of (T, Ur))1<k<q- We
easily check:

AG7m(dt1...dtq;jl,...,jq) :P(Tlédtl;...'T Edtq;Ulzjl;...'Uq:jq)

93) = Wi Y exp( -3 (s, )dtl dt,
o1(w)  o1(w) o1(w)
1<k<I<q

where s is the unique permutation of {1,..., ¢} such that j; € #(C,)), forall [ € {1,...,q}. The
following lemma, whose elementary proof is left to the reader, provides a description of the law of
((Tk, Uk))2<k<q conditionally given (77,U;). Let us mention that it is formulated within specific
notation for further use.

Lemma 3.1 Let G° be a finite graph with ¢° connected components let w° = (w?)jey/((;o) be
strictly positive weights; let m° = deV(Go) w3d;. We fix j* € Ci and a € (0,00). Then, we
set G' = GO\C'; we equip G' with w; = aw§, j € V(G') and w' =3,y wjd;. Let T and
(T}, U})1<k<qo—1 be independent r.v. such that T is exponentially distributed with unit mean and
such that (T}, U} )1<k<qo—1 has law Ags . We then set

T =T and Vke{l,...,q°-1}, T, =T+LT, UL, =U,.

Then,

O

0'1( %)

Next we briefly recall how to derive a graph from the LIFO queue (and an additional point
process) as discussed in Section 2.1.1. Let ¥ C N\{0} be the finite set of vertices (or the labels of
clients) associated with strictly positive weight w = (w;);cy (the total amount of service of Client
J is wj); let E = (E;);jey be the times of arrival of the clients. We assume that the clients arrive

P(Tl edty;. .. ;quo Gdtqo;UQOIjQ; .. .;U;o:qu?) :AGQmO(dtl .. .dtqo;j*,jg, - ,qu).
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at distinct times and that no client enters when another client definitively leaves the queue. These
restrictions correspond to a Borel subset of (0, 00)#” for E that has a full Lebesgue measure. We
next set

94 Yi=—t ilep. d Ji= inf Y, .
94) t +j%;/w] {E;j<t} an t ré?(),t}

We then define V' : [0, 00) — ¥ such that V; the label of the client who is served right after time ¢:
since Y only increases by jumps, for all ¢ € [0, 00), we get the following.

e cither {s€0,t]:Y;_ <inf[,4 Y} is empty and we set V; =0,

e or there exists j € ¥ such that £ =sup{s€[0,#]:Y,;_ < inf[, 4 Y} and we set V; =3.
Note that V; = 0 if the server is idle and that V' is cadlag. As mentioned in Section 2.1.1, the
LIFO-queue yields an exploration forest whose set of vertices is " and whose set of edges are

A={{i,j}:i,je¥ and Vg,_ =i} .

Additional vertices are created thanks to a finite set of points I = {(t,y,) ;1 <p<py} in D=
{(t,y) € (0,00)*:0 <y <Y;—J;} as follows. For all (¢,y) € D, define 7(t,y) =inf {s €[0,] :
inf,cpeq Yu>y + Jt}. Then the additional set of edges is defined by

S={{i,j} :i,j € and 3(t, y) €I such that Vity) =1 and Vi=j}.

Then the graph produced by E, wand ILis G= (¥ (G)=7"; £(G)=AUS).
Theorem 2.1 asserts that if £/, w and IT have the appropriate distribution, then G is a w-multiplicative
graph, whose law is denoted by My, given as follows: for all graphs G' such that 7 (G) =7,

(95) M“//’W(G) = H (1—ewj7wj/01(w)) H e’wj,wj/al(w) ’
{i,j}€€(G) {i,j}¢&(G)

where the second product is taken over all pairs of distinct ¢, j € ¥ such that {i,j} ¢ &(G). We
actually prove a result that is slightly more general than Theorem 2.1 and that involves additional
features derived from the LIFO queue, namely times 7}, and vertices Uy, that are defined as follows:
Denote by q the number of excursions of Y strictly above its infimum and denote by (Ix,7x), k €
{1,...,q} the corresponding excursion intervals listed in the increasing order their left endpoints:
l1 <...<lgq. Then, we set:

(96) Vke{l,...,q}, Tpy=-J;, and Up€?¥ issuchthat By, =1 .

From the definition of G as a determinsitic function of (£, w, IT), we easily check the following:
G has q connected components CY, ..., Cg; recall that they are listed in the increasing order of
their least vertex: minC{ < ... < minC§. Then, we define the permutation s on {1,...,q} that
satisfies U}, € ng(k) for all k € {1,...,q}. Observe that ry —I = m(ng(k)) and that the excursion
(Yert, — Ji)tefo,ry—1,,) codes the connected component CS)- The quantity T}, is actually the total
amount of time during which the server is idle before the k-th connected component is visited, and
Uy is the first visited vertex of the k-th component. We denote by ® the (deterministic) function
that associates (&£, w,II) to (G, Y, J, (Tk, Uk)1<k<q):

O7) (B, w, M) = (G,Y, J, (Tk, Ur)1<k<q) -
We next prove the following theorem that implies Theorem 2.1.

Theorem 3.2 We keep the notation from above. We assume that E = (Ej)y are independent ex-
ponentially distributed rv. such that E[E;] = o1(w)/w;, j € V. We assume that conditionally
given E, Tl is a Poisson random subset of D = {(t,y) € (0,00)%: 0 <y < Y; — J;} with intensity
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o1(w)1p(t,y) dtdy. Let (g, (T, Uk)lgkgq) be derived from (E,w, H) by (97). Then, for all
graphs G whose set of vertices is V' and that have q connected components, we get

P(g:G; T1€dt1;...;Tq€dtq; Ulzjl;...;Uquq)
(98) = My y(G) Ag,u(dte,?....dtg; j1,. .., Jq) -

where My is defined by (95) and Aq y is defined by (93).

Proof. We proceed by induction on the number of vertices of G. When, G has only one vertex, then
(98) is obvious. We fix an integer n > 1 and we assume that (98) holds for all " C N\{0} such that
#¥ =n and all sets of positive weights w= (w;)jcr.

Then, we fix ¥° CN\{0} such that #7°=n+1; let w’ = (w) jey~ be strictly positive weights.
we also fix E=(E?) ey in (0, 00)™*1; we assume that in the corresponding LIFO queue, clients
arrive at distinct times and that no client enters when another client definitively leaves the queue.
LetY? =—t + ZjeV/U w;’l{E}:St} and Jy = infjy 4 Y. Let q° be the number of excursions of
Y strictly above its infimum and let (7, UY)1<k<qe as in (96): namely T} = —Jl‘% and E(sz =19,
where (I, 77) is the k-th excursion interval of Y strictly above J listed in the increasing order of
their left endpoint: If <...<[g.

The main idea for the induction is to shift the LIFO queue at the time of arrival 77 of the first
client (with label U7) and to consider the resulting graph. More precisely, we set the following.

7 (wo _w;’)}f N o o o
W, V]Ely/, U)J:(I'UJ] and EJ:(I(E]—TI) .

Let Y and J be derived from £:=(E}) cy and w:= (wj)jcy as in (94). Then observe that

99  V:=v\{U?}, a:=

(100) Yi=a(Yaqo — Yfo) = Yi=—t+ > wilig <y, t€[0,00).
Jjev
Note that 77 = minjeyo £7. Then the alarm clock lemma implies the following.

(D If (EY)jeyo are independent exponentially distributed r.v. such that E[E?|=w$ /o (w®), then
T7 is an exponentially distributed r.v. with unit mean, P(U} = j) = w§/o1(w°), j € V°,
T7 and U7 are independent and under P(-|U7 = j*), (Ej)jcy, as defined in (99), are
independent exponentially distributed r.v. such that E[E;|=w;/o(w), j€ ¥V =7°\{j*}.

We next introduce Q; and Qs, two discrete (without limit-point) subsets of [0, 00)2 that yield
the additional edges in a specific way that is explained later. We first set:

D1::{(t,y)e[0,00)2:0§y<Yt—Jt}, M:=9:N Dy
(101) and DQ:{(t,y)e[0,00)2:—Jt<y§aw"Ulo}, 1% := Qy N Ds.

We next define f1 and fo from [0, 00)? to [0, 00)? and a set of points I1° by:

fl(t>y) = (%t + Tloa éy + (’wOU{7 + Jt)+)7 f2(t>y) = (ét + T107 wOUi’_%y)
(102) and  II°=fi(I) U fo(IT%)

We check the following.

(I) Fix E°; suppose that Q1 and Qs are two independent Poisson random subsets of [0, 00)? with
intensity 7o dtdy. Then, 11° is a Poisson random subset on D° ={(t,y) €[0,00)?:0<y <

Y0 — JP} with intensity 5oy 1pe(t,y) dtdy.
Indeed, observe that fi(D1) and fo(D2) form a partition of D°. Then, note that f; is piecewise
affine with slope 1/a, on the excursion intervals of Y — J strictly above 0. Note that f; is affine
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with slope 1/a. Standard results on Poisson subsets entail that II° is a Poisson random subset on
De° with intensity %=1 po (¢, y) dtdy and by (99) which implies (II). O

o1 (w) Ul(w) o1 (wo) s
Recall notation (97). We next introduce the the two following graphs:
(103)

®(E%,w’, 11°) =(G° Y, J° (TR, U 1<k<qe) and ®(E,w,11)=(G,Y, J, (Tk, Ur)1<k<q)-

Then, the previous construction of IT° combined with (100) easily imply the following:

(I) Fix E°, Q1 and Qs. Then, G is obtained by removing the vertex U7 from G namely, ¥ (G) =
— Y \{UP} and £(G) = {{i,j} € £(G°) 1 i, j€ V' (G) .

We next consider which connected components of G are attached to Uy in G°. To that end, recall
that the CY° (resp. the CY) are the connected components of G° (resp. of G); recall that s° (resp. s)
is the permutation on {1,...,q°} (resp. on {1,...,q}) such that UY €CZ;, forall ke {1,...,q°}
(resp. U €CZ,, forall ke {1,...,q}). We first introduce

(104) =Gg°\C%,,, and K:=sup{ke{l,...,q}:T} < aw%lo}.

with the convention sup () = 0. The graph G’ is the graph G° where the first (in the order of visit)
component has been removed. Note that G’ is possibly empty: it has q°—1 connected components.
We easily check that ° =q—K + 1. We denote by s’ the permutation of {1, ...,q° — 1} such that

(105) vke{l,...,a’=1}, ¢, =0
We also set:
(106) Vke{l,...,q°—1}, T,g:TK+k—aw(‘}f and Up=Ug.y

Suppose that E°, Q1, Qs are fixed, then we also check that

—=c9

(107)  Vke{l,...,q°=1}, T =T + 4T, Ug,=Ui and 5 =cS .

s’ (k)

We now explain how additional edges are added to connect G to U7. For all j € 7, let I; =
{t €]0,00) : V; = j}; I is the set of times during which Client j is served; we easily check that
I, is a finite union of disjoint intervals of the form [z, y) whose Lebesgue measure is w;: namely,
Leb(/;) =w;. We also set:

I} = {y€[0,00):3t € I; such that (t,y) € Qzand y > —J; }

Note that if j € Cs(k), then —J; =T}. Combined with elementary results on Poisson random sets, it
implies the following.

(IV) Fix E° and Qy; suppose that Qz is a Poisson random subset with intensity 5y dtdy. Then,
the (IL7) je - are independent and 117 is a Poisson random subset of (T}, o0) wzth rate w; /o (W),
where k is such that j € CZ,,

Note that the law of (Hj) jey only depends on UY and (T}, Uk)1<k<q-
We next introduce the following.
x We set I1;:= {7}, } UII} if there is k€ {1, ..., q} such that j = U.
¥ We set I :=TI% if j €\ (U1, ..., Uq}.
+ Weset I := {y—awf]o ;ye Il ﬂ(awf]o, 00) }.
 For all non-empty S C ¥, we set IT'(5): U s Hg.
We claim the following.

(V) Fix EO7 Qb QQ- Then,
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(Va) forall j€¥, {Uf,j}eé"(go) iff TN [0, awfyo) #0;
(Vb) forallke{l,...,q°—1}, Tiyr— aon—lan( (K+k)):H/UK+k; namely,

(108) Vke{l,....q’~1}, T =infIr'(cd,)) =,

within the notation of (104) (105) (106) and (107).

Proof. Suppose that {U?,j} € &(G°). There are two cases to consider. (Case 1): {U?,j}is
part of the exploration tree generated by (£°,w®) which means that VE;_ = Uy. Namely, it means
that 7Y =sup{s € [0, £¥] : Y;? <inf[, E°) Y°} because Efo =17, by definition of (U?,T7); since
Y:ﬁf_ + w("]lo = Yj‘i{, and by (100), it is equivalent to: —awgf <J B, = YE].,. It implies that E; is the
left endpoint of an excursion of Y strictly above its infimum; therefore, there exists k€ {1,...,q}
such that j = Uy, and —Jg, =T}, by (96); thus T} € [0, aw(’U{,] which implies that IT; N0, aw(‘}f] £
(since Ty, €11; in the case where j =Uy,).

Conversely, let j = Uy, be such that II; N [0, aw(‘}f] # (). It implies that T}, < awgr, and the
previous arguments can be reversed verbatim to prove that {UY, j} is an edge of G that is part of
the exploration tree generated by (E°,w°) .

(Case 2): {UY?,j} is an additional edge of G° Then, there exists (¢,y’) € II° such that
Vg =jand VL, = U7, where To(t',y') =inf {s €[0,¢] : inf, 4 Y >y + Jg }. Note that
V,? = j implies that ¢’ > T7 since j # UY and since UY is the first visited vertex (or the first client).
Also observe that Vro ) = = U} implies 7 (t/ ) TY. It also implies that t' lies in the first
excursion interval of Y strictly above its infimum, which entails that J;; = JTO = —T7. Then, we
set t = a(t' —TY) and, thanks to (100), we rewrite the previous conditions in terms of Y, .J and V'
as follows: V; = j and 0 =inf{s € [0, ¢] : aw"Ui, + inff, 4 Y > ay'}, which is equivalent to: ¢ € I;
and y := a(w["]o —y') > —J;. This proves that there is (¢,y) € D2 (as defined in (101)) such that
', y') = falt, y) as defined in (102). Since f;(II) and f»(I1?) form a partition of I1°, (¢,y) € I
and this proves that there is (t,y) € Qp such that t € I; and aonf > y > —J; which implies
II;, N [0, awgf] #0.

Conversely, suppose that IT; N [O,aw(‘}f] # 0 and that j € V\{Ui,...,Uq}. Then, II; N
[0, aonf] # () and the previous arguments can be reversed verbatim to prove that {U?, j} is an
(additional) edge of G°, which completes the proof of (Va).

Let us prove (Vb). Let k € {1,...,q°—1}. By definition Ug 4 € C5,, . Lety € I,
namely, there exists ¢ such that V; = Uk, (¢t,y) € Q2 and y > —J;. But V; = Uy, implies that
—Jy =Tg 4. Since Uy, , = H*UK+k U{Tx4r}, we get inf Il ., = T 41 By definition of K,
Txir> aw(‘}f, which entails inf HbKM =Tk ip— awf]f.

Let j € CZ i) \{Uk4x} (f any) and let y € II;. Necessarily, j €V \{Ui,...,Uq}, which
entails IT; =II7, by definition. Then there exists ¢ such that V; =, (t,y) € Qz and y > —J¢. Note
that [; is 1ncluded in the excursion interval of Y strictly above 1ts infimum whose left endpoint
is EUK s which implies that J; = —T 1y, for all ¢ € I;. Thus y > Tk ,. This proves that
inf IT'(CZ x4, ) =inf HU .» which completes the proof of (Vb). O

We now complete the proof of Theorem 3.2 as follows: let (E;’) jeye be independent expo-
nentially distributed r.v.such that E[E?] = w§/o(w?). We then fix j* € ¥ and we work under
Pj« := P(-|U? = j*); under Pj-, by (99), we get ¥ = ¥°\{j*}, a = (01(v°) —w) /o1 (w°
and for all j € 7, w; = awjo- and F; = a(EO T7). Under Pj*, we take Qp and Qs as two
independent Poisson random subsets of [0, 00)? with intensity 71 dtdy; Q1 and Q7 are also sup-
posed independent of E°. Recall from (101) and (102) the deﬁmtlon of II and II° and from (103)
the definition (G, (Tk, Ux)1<k<q). By (I) and (II) under P}, the induction hypothesis applies to
(G, (Tk, Ur)1<k<q) since (£, w, IT) has the appropriate distribution: namely, under P;-, G has law
My (as defined in (95)) and conditionally given G, (T}, Uk)1<k<q has law Ag , as defined in (93)
(namely, (98) holds).
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By (IV), under P;- and conditionally given (77, G, (Tk, Ux)1<k<q), the (II}) je» are indepen-
dent and II7 is a Poisson random subset of (7}, 00) with rate w; /o1 (w), where £ is such that j € CZ,,.
Since, conditionnally given (77, G), the r.v. (T}, Uk)1<k<q has law Ag n, the definition of the II;
combined with elementary results on Poisson processes imply the following key point.

(VI) Under Pj« and conditionnaly given (17, G), the (I1;) jcy are independent and 11; is a Pois-
son random subset of (0,00) with rate wj/o1(w); therefore, under Pj«, the (11;)cy are
independent of (17, G) and the very definition of the 11; implies that for all {1, ..., q},

T =inf H(ng(k)) =inf Iy, where s is such that inf H(ng(l)) <...<inf H(ng(q)).
Consequently, under Pj«, (Va) and the previous arguments entail that G° only depends on G
and on the IT; N [0, aw?.], j € #. Thus, by (VI) combined elementary results on Poisson processes,

J
G° is independent from IT’;, j € ¥ and T7; (Va) and (VI) also imply that under P;, the events

{{5%,7}€&(G°)}, je ”//,jare independent with respective probability 1—exp(—w;awf. /o1(w)).
Then, note that w;aw$. /o1 (w) = wjws. /o1(w®). Thus, under Pj+, G has law My yo and it is
independent from (77; 117, j € 7).

Recall from (104) (105) (106) and (107) notation G', 8" and (T}, U} )1<k<qe—1. Then, observe
that under P« and conditionally given G°, (Vb) and (VI) imply that (77, U )1<k<qe—1 has condi-
tional law Ag: v wherem’=3 ", gy w;d;. Then, under P;- and conditionally given G’, Lemma
3.1 applies and (107) entails that

we.

J* . . . e . .
mpj*(TfEdtly...yTgoedtqo7U20—j2,...7Ugo_]qo

G°)
fry Ago7mo(dt1...dtqo;j*7j2;""jqo)'

Since P(UY =j*)=w}. /o1 (w’), it implies that for all graph G° whose set of vertice is 7" and that
has ¢° connected components, we get

P(G°=G’; Tloedtl;...;quoedtqo;Uf:j*;Ué):jQ;...;U;o:jqo)

= Myoyo(G) Agomo(dty ... dtgo; 5% jor - . jao)-

This completes the proof of Theorem 3.2 by induction on the number of vertices. [ ]

4 Embedding the multiplicative graph in a GW-tree.

4.1 The tree associated with the Markovian queue.

We recall here various codings of the tree generated by a Markovian LIFO queue and we prove or
recall easy results on these codings.

4.1.1 Height and contour processes of Galton-Watson trees.

Let us briefly recall basic notation about the coding of trees. First set U= [, .(N*)", the set of
finite words written with positive integers; here, (N*)? is taken as {@}. Let u = [i1,...,i,] € U;
we set s = [i1,...,in—1] that is interpreted as the parent of u; if n= 1, then S is taken as J; we
also set |u| = n, the length of u, with the convention that |&| = 0; let v = [j1, ..., jm] € U; then
w* v =/[i1,...,0n,J1,--.,Jm] stands for the concatenation of u with v, with the convention that
D xu=1ux* I =u. A rooted ordered tree can be viewed as a subset ¢ C U such that the following
holds true.

(a): DEL.
(b) : Ifuet\{@}, then u et.
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(¢) : For all uet, there exists k,(t) € NU {oo} such that u * [¢] € ¢ iff 1 <i <k, (t).
Here k,(t) is interpreted as the number of children of u and if 1 <i <k, (t), then u * [i] is the i-th
child of u. Implicitely, if &, (t), then there is no child stemming from u and assertion (c) is empty.
Letuct, we set 0,t={velU : uxvet} thatis also a tree in the previous meaning: it is the family
subtree of the descendants stemming from .

We denote by T the set of such trees. We equipp T with the sigma-field .% (T) generated by the
sets {t € T:uet}, uecU. Then, a Galton-Watson tree with offspring distribution 11 (a GW(p)-tree,
for short) is a (.#, .#(T))-measurable r.v. 7: Q2 — T that satisfies the following.

(@') : kg(7) has law p.

(V') : For all k£ > 1 such that (k) > 0, the subtrees 07, ..., 07 under P(- |ky(7) = k) are
independent with the same law as 7 under P.

Recall that 7 is a.s. finite iff 1 is critical or subcritical: namely, iff >, -, ku(k) <1.

A Galton-Watson forest with offspring distribution ;. (a GW(j1)-forest, for short) is a random tree
T such that kg (T) = oo and such that the subtrees (0[;)T);>1 stemming from & are i.i.d. GW(u)-
trees.

We next recall how to encode a (sub)critical GW(u)-forest T thanks to three processes: its
Lukasiewicz path, its height process and its contour process: since p is subcritical, it is possible
to list all the vertices of T in the lexicographical order on U; we denote by (u;);en this sequence.
Then, we set:

(109) Vif=0, wvieN, VI, =VT+k

The process (V;T),cn is the Lukasiewicz path associated with T and (Hght (T, 1))cn is the height
process associated with T; VT is distributed as a random walk starting from 0 and with jump-law
v(k)=pu(k + 1), keNU {—1}. The height process Hght (T, -) is derived from V.T by

(110) VIEN, Hght(T,l)=#{me{0,...,1-1}: V1 = inf VT }.

m<j<l

(T)—1 and Hght(T, )= |up|—1.

Up+1

We refer to Le Gall & Le Jan [33] for a proof of (110).

The contour process of T is informally defined as follows: suppose that T is embedded in the
half plane in such a way that edges have length one; we think of a particle starting at time 0 from
& and exploring the tree from the left to the right, backtracking as less as possible and moving
continuously along the edges at unit speed. It is clear that the particle crosses each edge twice
(upwards first and then downwards). Then, for all ¢ € [0,00), we define C' as the distance at
time ¢ of the particle from the root @. The contour process is close to the height process: CT.
The associated distance dr as defined in (49) is the graph distance of T. We refer to Le Gall &
D. [21] (Section 2.4, Chapter 2, pp. 61-62) for a formal definition and the connection with the height
process.

4.1.2 Coding processes related to the Markovian queueing system.

The Markovian LIFO queueing system. We fix the set of weights w= (w1, ..., w,,0,0,...)€¥ Jﬁ
and we consider the Markovian LIFO queueing system that is described as follows: the server is
visited be an infinite number of clients; the clients arrive according to a Poisson process with unit
rate; each client has a fype that is a positive integer ranging in {1,...,n}; the amount of time of
service required by a client of type j is w;; the types are i.i.d. with law

1
111 vy = > w;d;
o1(w) =5

Let 7 stand for the time of arrival of the k-th client in the queue and let Jj stand for her/his type;
then, the queueing system is entirely characterised by the the following point measure:

(112) L= 25(%%),

k>1
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that is distributed as a Poisson point measure on [0, c0) x {1, ...,n} whith intensity {®@us,, where ¢
stands for the Lebesgue measure on [0, o). We next introduce the following:

(113) Vt€[0,00), Xf=—t+» wylpg(m) and If= ir[lof]X;’.
se€|0,t
k>1

Then, X} — I} is interpreted as the load of the Markovian queueing system at time ¢ and X} is the
algebraic load of the queue.

We next denote by ¥; the sigma field generated by k>1 {r,<t}9(r,,3,,) and completed with
the P-negligible events. We recall the following fact: let 7" be an a.s. finite (¥;)-stopping time; we
set

(114) 2T =Y Vnorydin -1, and XFT=X§, — X3, s€[0,00).
k>1

Then 2! is independent of %y and it has the same law as 2. In particular it implies that X
is a (%;)-spectrally positive Lévy process. We shall assume that X¥ does not drift to oo: this is
equivalent to assume that E[X}] <0, namely,

oa(w)
o1(w)

(115) <1.
The tree generated by the Markovian queueing system. The LIFO queueing system governed
by 2. generates a tree T;, that can be informaly defined as follows.

The clients are the vertices and the server is the root (or the ancestor); the j-th client to enter
the queue is a child of the i-th one if the j-th client enters when the i-th client is served;
among siblings, the clients are ordered according to their time of arrival.

A more formal definition is given below and we see that T;; is a GW-forest. We also show below
that the Lukasiewicz path (VkT") and the contour process (C’E") are close to X¥ and H", as defined
(32). We prove estimates that are used in the proof of Proposition 2.12.

First we formally define T}, as a random element of T, as defined in Section 4.1.1. To that end,
recall from (114) that X3"' = X7, — X} and set

(116) Vt,z€[0,00), M(t,x) =#{s€[0,00): XP > X' = ir[lf ]X,‘,”t > —z}.
rel0,s

Among the clients waiting in the line by time ¢, exactly M (¢, x) of them will have entered the queue
when the load will have decreased of z, after time ¢. Let 7" be an a.s. finite (¢;)-stopping time; since
we assume that X* does not drift to oo, it is easy to check the following: (M (T, z)),c[0,) is @
homogeneous Poisson process on [0, c0) with unit rate and it is independent of Gr.

To each client we inductively associate a label in U in order to define T}, as a random element of
T: by convention, client 0 is the server and we set ug = <; we denote by uy, € U the label associated
with the k-th client; we suppose that ug, ..., u;_1 have been already defined and we denote by
me{0, ...,k — 1} the client that is the direct parent of Client k: namely

m=sup{le{0,....k—1}: X¥ < inf X} },
te[Tl)Tk]

with the conventions 70 =0 and Xj_ = —o0. Then, the number of clients who arrived before Client
k (including Client k) and whose direct parent is Client m is given by

T = M(Tm ,— inf X;”Tm>.

s€[0,7—Tm]

We then define uy, by the concatenation of the words u,, and [rg]: namely ux = uy, * [rg] (with
the notation of Section (4.1.1). This inductively defines the sequence (uy)xen of the labels of the

39



clients; here, the lexicographical order excatly corresponds to the order of arrival of the clients. The
tree generated by the queueing system is then formally given by T, = {us; k€ N}. We let the reader
check that T}, is Galton-Watson forest (as defined in Section 4.1.1) whose offspring distribution pi,
is defined by

wk+1 e~ Wj

(117) VEEN, pg(k)= b A
133271 o1(w) k!

Actually, the subtree 0,, T, stemming from wuy, is completely determined by AX7T and the path
(X5 ) sef0,7] Where T=inf{s € [0,00) : X5"™ < —AX, }. In particular, we get

(118) kup (To) = M (13, AXE ).

Then, conditionally given ¥, , k,,, (Ty) is distributed as a Poisson r.v. with parameter AXY =wj,
that has law vy, which explains the form of the offspring distribution 4. Since ) ;- kuk(k) =
oa(w)/o1(w), (115) implies that p, is (sub)critical.

The Lukasiewicz path associated with T;: estimates. Recall from Section 4.1.1 the definition of
(VkT")keN, the Lukasiewicz path of Ty; recall from (113) the definition of X¥ and I¥; recall from
(116) the definition of M (¢, z). We set

(119) Vte[0, 00) => Lpy(m)
k>1

Clearly N¥ is a homogeneous Poisson process with unit rate. The following lemma expresses V T
in terms of X¥ and compare these two processes.

Lemma 4.1 We keep the notation from above. Then, P-a.s. for all t € [0, 00)

(120) Vi = M (8, X7 = I7) = M(0, - If)

and for all a,x € (0, 0), we get
(121)  P(|Vgiy —XF| > 2a) < 1A(4z/a®) + P(~ I} >2) + B[L A (X~ 1})/a®)].

Proof. We denote by Q); the process on the right hand side of (120); the set of its jump-times is
included in {7; ] € N*} that is the set of jump-times of N¥. To prove (120) it is therefore sufficient
to prove that

(122) Qs —Qr =M (Thy1, AXZ ) =1 =k, (Ty) = 1=V, =V

Actually, one only needs to prove the first equality since the second one is (118) and the third
one is (109). From the definition (116) of M (¢, z), we easily get that M (7, X} — I} ) = #{s €
(11,00) : X§ > XJ =infl, g X" > I7}. We fix k € N and we set 0 = inf{s > 741 : X{ <
X7, ..~} which is well-defined since X* does not drift to co. Then, for all s > o, observe that
inf[,, X% =inf;, o X" and note that 74 is the unique jump-time of (7k, 0] and we check
that #{s € (1, 0] : X§ > XJ_ =inf, g X" > I} } = Lipe(r)=19(ry.,,)}» Which is equal to 1—
M(0,-1I7 ) + M(0,—I7,). Thus,

Qr1—Qr, = M(mep, X7, 17 )—M(re, X7 —I7 )—M(0,—17 )+ M(0,—-I7)

= #{SG(TkH, ol: X7> X =inf X"’}

[TkJrl 7S]

and the last term equals M (7441, AX7 ) —

1, which proves (122).
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Let us prove (121). We fix ¢t € [0,00) and to simplify we set Z = X} — I and Y = —I}.
Since M (t, -) is independent of ¢; and distributed as a homogeneous Poisson process with unit rate,
E[(M(t,2)-2)*%] =7 ; thus P(|M (t, Z)—Z|>a) <E[1 A (Z/a?)]. For all z € (0, 00), we also
get P(|M(0,Y)=Y[>a) <P(supycio . IM(0,y)—y|>a) + P(Y >z) < IA(4z/a®) + P(Y >x)
by Doob L? inequality for martingales. This easily completes the proof of(121). ]

The contour of T;;: estimates. Recall from (32) that [}’ stands for the number of clients waiting
in the line right after time ¢. More formally, for all s,¢ € [0, 00) such that s < ¢, we set Itw $ =
inf,.c[s, X and we set

(123) Hi=#{se(0,t] : I}""" <I"*}.

The process H"Y is called the height process associated with X¥, by analogy with (110). Actually,
HY is closer to the contour process of Ty. To see this, recall that (uy)ren stands for the sequence
of vertices of Ty, listed in the lexicographical order; we identify u; with the k-th client to enter the
queueing system. For all ¢ € [0, c0), we denote by u(¢) the client currently served right after time ¢:
namely u(t) =uy where k=sup{l € N: 7, <t and X7 _ <inf,[;, 4y X¥}. Then, the length of the
word u(t) is the number of clients waiting in the line right after time ¢: |u(t)|=Hy.

We next denote by (0, )m>1 the sequence of jump-times of H¥: namely, 0y, 11 =inf{s >0y, :
HY#Hj },forall meN, with the convention o9 =0. We then set

(124) Vte(0,00), M7= 1jy(om) -

m>1

Note that (o,)m>1 is also the sequence of jump-times of u and observe that for all m > 1,
(u(om—1),u,,,) is necessarily an oriented edge of T,. We then set T, (t) = {u(s);s € [0,t]},
that is a subtree of Ty: it represents the set of the clients who entered the queue before time ¢; Ty ()
has N¥(t)+1 vertices (including the server represented by @); therefore, T, (¢) has 2N¥(¢) oriented
edges. Among the 2N¥(t) oriented edges of Ty(t), the |u(¢)| edges going down from u(t) to &
does not belong to the subset {(u(oy,—1),u(op));m>1: o, <t}. Thus, we get

(125) Vte[0,00), MF =2N¥(t)—H} .

Recall from Section 4.1.1 the definition of the contour and the height processes of T, denoted
resp. by (C7™) and (Hght i"). Then, observe that

(126) viel0,00), C

Mw(t):Hf and sup HY <1+ sup tht%";,.

s€[0,¢] s€[0,t]

Since N¥ is a homogeneous Poisson process with unit rate, Doob’s L?-inequality combined with
(125) and (126) imply the following inequality:

(127)  Vt,ae(0,00), P(su;{i)\]]\4;'—2s| > 2a) < 1A(16t/a?) +P(1 —I—SUI[?) I-]Ight;{‘é, > a).
s€|0,t s€|0,t

4.2 Colouring the clients of the Markovian queueing system.
4.2.1 Formal definition of the colouring.

We fix the set of weights w= (w1, ..., wp,0,0,...) eé}. Recall from (20) that 25=>";~1 6(r,.3,)
is a Poisson point measure on [0,00) x {1,...,n} with intensity ¢ ® 1, where ¢ stands for the
Lebesgue measure on [0, c0) and where v, = %(w) > 1<j<n Wj0j. As explained in Section 4.1.2,
the point measure .2, governs a Markovian single-server LIFO queueing system: 7y, is the time of
arrival of the k-th client to enters the queueing system, Jj, stands for his type; recall that the service-
time required by a client of type j is wy; recall from (21) that Xj" = —t + > ;o w3, 1o, (7k);
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recall that we assume that X" does not drift to oo, which is equivalent to assume oy (w) /o (w) < 1.
Recall that ¢; stands for the sigma field generated by > | k>1 L{r,<t}9(r,,3,,) and completed with the
P-negligible events. Recall from (114) that X" is a (¢;)-spectrally positive Lévy process.

To embed the non-Markovian queueing system into the Markovian one, recall that we colour
the clients in blue or red as follows:

Colouring rules. Ifthe type Ji already appeared among the types of the blue clients
who previously entered the queueing system, then the k-th client is red; otherwise the k-th
client inherits his colour from the colour of the client currently served when he arrives (if the
server is idle when the kth client arrives, then his colour is blue).

More precisely, we recursively define an increasing sequence of times (s;);>0 and an associated
sequence of marks 1; € {blue, red, end} and J; €{0,...,n} that are interpreted as follows:

— g, is either the time of arrival of a blue client, J; is her/his type and u; =blue,

— or s; is the time of arrival of a red client who interrupts the service of a blue client, J; is
her/his type and u; =red,

— or s; is the time of departure of a red client such that right after time s| either a blue client is
served or the line is empty. In that case, J; =0 and u; =end.

Formally, the sequence (s;,u;,J;);>0 is defined by the following induction: we first set so = 0,
up=end and Jo =0; suppose that (S, Uy, Jm)o<m<i are already defined; we first set

S1={3m; 1<m<l:u,=blue} and S={1,...,n}\S

and we define s;41, u;41 and J;41 as follows.
(a) Ifuy=red, then ;1 =end, J;;1 =0and 5,1 =inf{t>s; : X7 < X7 _} thatis well-defined
since X¥ does not drift to co.
(b) If u; # red, then set M =min{k >1: 7, >s;} and $;411 = Tar, Jpo1 = I if Jpr €5, we
then set u; 1 =blue and if Jys ¢ .5), we set u; 1 =red.

We then set
(128) Blue = | J[s,85141) and  Red= | J [s1,511) -
1>0, 1>0,
w#red u=red

It is easy to check that for all [ € N, s; is an a.s. finite (%;)-stopping time and that (u;, J;) is %;,-
measurable. We also recall from (22) that A?’“ = fot 1p1ue(s) ds. We also set A, = fg 1pea(s) ds.
Next, recall from the recursive definition above that if u; = red, then u;; = end. Thus, Blue =
[0, 00)\Red, which implies that A>¥ + A7 =¢. Note that BTue N Red = {s;; [€ N : 1 = red},
namely it is the set of arrival-times of red clients interrupting the service of blue clients.

4.2.2 Proof of Lemma 2.2.

Recall that 7 is the time of arrival of the k-th client. By convenience we set 7o =0. We define the
increasing sequences of positives integers (k(m))m,en and (I(m))men by setting

{k(m);meN}={keN:1,€Blue} and {l(m);meN}={leN:u;#end}.
Note that [(0) =k(0) =0 and observe that for all [ > 1, s; € {7y,; k> 1} iff u; # end. Thus,
{Tk(my; mEN} = {sy();meN} .
For all m €N, we define (e,,41, J;n+1) by setting
(em+1, Imi1)=(AZY =AY . Tp(mi)) -

We consider the two following cases.
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(c) Suppose that u;(,,y =blue. Then, ()11 €Blue and [(m + 1) =I(m) + 1 (and k(m + 1) =
k(m) + 1). Then,

b b :
em+1— AT;:(] +1) ATI:E ) Sl(m)+1—51(m):mln{Tk—El(m);k21 Tk >5l(m)} .

Thus, (em+1, Jm+1) is the first atom of the shifted Poisson point measure %,sl(m) as defined

by (114); (em+1, Im+1) are independent and they are also independent of ¥, (m)> NOTEOVET,
em.1 has an exponential law with unit mean and J,,, 1 has law 1.

(d) Suppose that 1(,,,) =red, then
[5l(m)75l(m)+1) CRed, W (m)+1= end and thus [5l(m)+1751(m)+2) CBlue .
It implies that [(m + 1) =1(m) + 2, Ty(m41) = Si(m)+2 and

b,w b,w
em+1=Az0 AT ZSim)+2 ~ Si(m)+1-

Thus, (€41, Jm+1) is the first atom of the shifted Poisson point measure 25 ML there-

fore, (em+1, Jm+1) are independent, thay are also independent of %l(m) 415 MOTeOVer, e, 41
has an exponential law with unit mean and J,,, 1 has law 14,.

Since (e, ) is clearly ¥, (m)-Measurable, this first entails that

(5 Zl T] b,w
Z (AT oy k) B1ue(7k)9 (A7 Tk)

m>1 k>1

is a Poisson point measure on [0,00) X {1,...,n} with intensity /®@v;: 2.? has the same law as
T

Moreover, Cases (b) implies the following: denote by 1, (my=red} 2P the measure that is equal
to 2P if U;(m) =red and that is equal to 0 otherwise. Then, for all m > 1,

(129) 1y, (my=red} 2P is measurable with respect to

S1(m)+1

the o-field generated by ¥,, . and the shifted point measure 2y

1(m)
We next define the increasing sequence of integers (j(p)),>1 by

(130) {j(p);p>1} ={leN:uy=red} andthus Red= U [Si(p)> 5i(p)+1)-
p=>1

We then define the "red processes” the following:

(13D W21, 27 =( 50 HAS 1~ X)ictoey 4 G = 86)41 7850

Note that ¢, is the duration of Z?. By (a) in the recursive definition of the (s;), {, is the first time

that the process X7 ) X;" ) has been below —wjy, . Since X* has no negative jumps, it

entails that Z¥ =—wjy_ . By convenience, we next set
N FON

§=0 and Vp>1, &= Y (.

1<q¢<p

Then, for all ¢ € [5(,),5;(p)+1)> A" =t =55 + §p—1. Recall from (23) that X" = —t +
Zkzo W3, L7, c[0,00)\BTus ; AZF<t}- Then observe that forallt€[&,—1,&p),

Xpt= ) (_Cq +Zka1{Tk€(5j(q>’51<q)+1)}> ~(t=&-1) +Zka1{0<Tk*5j(p>St*5pfl}

1<g<p k>1 k>1
_ X¥  _X¥ ) X _ XV Y z¢
Z( Sj(q)+1 5j(q) ™ 5j(p) Tt—E€p—1 5j(p) t —&p— LT
1<qg<p 1<g<p
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Thus X*¥ is the concatenation of the paths Z7, p>1.
We moreover get the following: recall from (28) that v;’" =inf{t € [0, 00) : X} < —x}, for all
x €0, 00); by convenience we set

zo=0 and Vp>1, z,= Z (CATIR

1<g<p
Then, forall p>1,
rw _ yrw _ 7p
(132) vt€[0,00),  (Xize gy~ Ko Dieoor) = 2

We then complete the proof of Lemma 2.2 as follows. For all z € [0, 00), set v¥ =inf{t € [0, 00) :
X}y <—x} and denote by P(z) the law on D([0, 00), R) of the stopped process (X s )se[0,00)- First
observe that the law of Z? conditionally given &, = is P(wj, ). Next, note that since Dl
i) 41? 1P s independent from Z?. By (129), it implies that the law of
ZP conditionally given 2. is P(ng (p>). Moreover, since for all p’ > p, the paths zv depends on
24" and on (Jj(y))1<q<p that are .

ally given 2:°, the paths Z”, p > 1 are independent and that the conditional law of Z” is P(ng ® ).

is independent of ¥;

-measurable r.v, we have proved finally that condition-

This easily entails that the concatenation of the paths Z” is independent of 2P and that it is dis-
tributed as X¥: namely, X** is independent of 2. and it is distributed as X¥. This proves Lemma
2.2. [ |

4.2.3 Proof of Lemma 2.3.

We keep the same notations as in Sections 4.2.1 and 4.2.2. Recall that z, = >, ., w;,, and
observe that (132) implies that

Vor =G+ G =D S Si(g)-
1<q<p

Next observe that Blue = [0,5;(1)) U U,>1 [5j(p)+1:5j(p+1)). Thus, A" =s, forall s € [0,55(1))
and for all p>1 and all s € [s(,)+1,5;(p+1))> We get

(133) AP =5 — > sir1—Sj(q) = 5 — Var

1<¢<p
Recall from (22) that 6)""= inf{s € [0,00) : A2" > t}. Since A®¥ is continuous, by definition,
AP#(97%) =t. Note that 6, € Blue. Thus, either 6;"" € [0,5;(;)) and obviously 6, =t, or there

is p>1 such that 67" € [S(p)+1,5j(p+1))» and (133) applied to s = 07" entails t = 9?’“’—%2". Next,
recall from (29) that AY =3, -, w3, 151as A rea (7k) 1 pvcyy- Thus,
- Tk —

W _— . — ~
AP = Z w3, 15158 NRea (k) Lme<ty = Z W30 Hsjg <t} -
E>1 =1

Thus, if 9?’“ € [5j(p)+1,5j(p+1))s AF = Zq>1 w‘}j(q)l{s_( J<oby = Tp and the previous argument
= J(q) =
entail that t:&fv"fﬁ; . This proves (30).
It remains to prove (31). To that end, recall from (24) that

XU(0") = XOF(A A XTF(ARS) = Xp™ X796, Ag)
t t t
— X;D,W+ Xr,w(e?m_ t) — X;LW_'_ Xr,w(,yz,;) :Xr7W_A;]7
which implies (31) by (29). |
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4.2.4 Proof of Lemma 2.4.

We keep the same notations as in Sections 4.2.1 and 4.2.2. Let t € Red. By (130), there exists p>1
such that € [5(), 5(p)+1). Note that on [s(,),5;(p)+1) the process s +— A¥(A™) is constant to
p= D 1<q<p Wi, and recall that A" = t—5;,) +7z," . Consequently, A" (APT) 4 X 7% (AT =

+ X V;J(p) R >0, since §;(,)+1—5(p) + Vrj_1 ="z, - This easily entails the following:

{te[0,00): + X\ >0} =Red and {t€[0,00) : Afss + X (¥ =0} = Blue .

Abw Abw

Recall from (24) and from (29) that X§ —Y¥(A>¥) = A¥(AP™) + X=¥(AT"). Thus,
(134)  {te€[0,00): X >YY(A?")} =Red and {t€[0,00): X} =Y"(A}")} =Blue.

Since Blue U Red = [0, 00), (134) implies that a.s. X} > Y¥(A]™) for all ¢ € [0, 00) and we next
claim that:

135 Vs<t .t} N Bl — f XY= inf Y%.).
(139 s<t (o nenesl) = (Bl % = B Y0

Indeed, suppose that [s, ] N Blue # (); since Y¥o A®¥ is constant on Red, since X" >Y "o AP¥ and
since these two processes coincide on Blue, inf{X};r € [s,t]} = inf{X}; Blue N [s, ]}, which
easily implies (135).

Recall from (18) that J‘i’s =inf[y » Y¥ and that H}, =#Jy where Jy ={s'€[0,t'] : )~ <
Jy 'Y recall from (32) that I7"° =infj, ) X¥ and that Hf = #K;, where Ky ={s € [0,] : I]*” <
I"°}. Since A>¥ is continuous and non-decreasing, we get inf,.c[; ) Y™ (AY™) = inf , E[AY* AP Y.

) s ¢

Thus, by (135), for all ¢ €Blue, we get JAb v = {AS ; s€ i }. Then, note that K, C Blue and since

AP¥ is increasing on Blue we get

(136) WtEBlue, HY = #K; = #px = Hipo.

Since for all t € [0, 00), 6" € Blue, and since A>¥(6,"") =t, by definition, (136) entails: H*(6;"")
‘HY. This proves (34) and Lemma 2.4.

4.3 Estimates on the coloured processes.

We keep the same definition and the same notation as in Section 4.2. In this section, we provide
estimates for A" and X X{ffw and X7, that are used in the proof of Theorem 2.14.

4.3.1 Increments of A".

By Lemma 2.2, 22 =3~ 1755 () 5([\3—}:,Jk) is Poisson point measure on [0,00) x {1,...,n}
with intensity ¢ ® 14,. Recall from (25) that for all j € {1,...,n}, and all ¢ € [0, c0), NJ‘-’(t) =
Z2(10,t] x{j}). Then, N 7 are independent Poisson processes with respective rates w; /o1 (w).
We also recall from (25) that E} = inf {t € [0,00) : 22([0,t] x {j}) = 1}; therefore, the
L.V. (%E]’hg]’gn are i.i.d. exponential r.v. with unit mean. Next, recall from (26) and from
(27) that

(137) Y=Y Opry and ZFP=2P %= Tgrgrnea(mh) dave g,
1<j<n k1
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Therefore, 2;7/° ([0, 2] x {5}) = (N (t)—1)+. We also recall from (28) that

(138) Yj=—t +) wjlipmey and

1<j<n

Af= Z wj(N]W(t)_l)-F = Zka 157ue NRea(Tk) 1{/\3}:3}-
1<j<n k>1

Let () 1e[0,00) be a filtration such that for all for all j > 1, N is a (.#;)-homogeneous Poisson
process: namely, N} is (#;)-adapted and for all ¢ € [0,00), N;(- +t) —N;(¢) is independent
of .%;. For all a.s. finite (.%;)-stopping time 7', we set N;’T(t) = NY(T'+t)— NJ(T). Thus,
the (N;-"T) j>1 are independent of Fr and distributed as (N}');>1. By convenience we also set

AT = Zlgjgnwj(N;”T(t) —1)4. Then, A7 is independent of .%7 and distributed as A¥. It is
also easy to observe that

w, T
(139) Ay = A = AP+ w0l prery e sy
j=1

The Markov inequality and easy calculations combined with (139) immediately entail the following
lemma.

Lemma 4.2 We keep the notation from above. For all (.F;)-stopping time T and all a, to,t € (0, 00),
(140) aP (T <to; A, — A% > a) SE[A}] + > w;P(E} < to)P(Nj(t) > 1).
i>1

Note that E[A}]=3" ., w;(e~twi/o() 1 4 t%) Thus,

o1(w)

(141) aP(TgtO;A%H_A%Za) St(to-i-%t) o3(w)

o1 (w)2’

4.3.2 Oscillations of X}y, and X7,.

Recall that D([0,00),R) stands for the space of R-valued cadlag functions equipped with Sko-
rokhod’s topology. For all y € D([0, c0),R) and for all interval I of [0, c0), we set

(142) ocs(y, I) = sup {|y(s)—y(t); s,te I}
that is the oscillation of y on I. It is easy to check that
(143) Va<b,  ocs(y,la,b)) < ocs(y,[a,b]) < ocs(y,la,b)) + [Ay(b)| ,

where we recall that Ay(b) =y(b)—y(b—). We also recall that the definition of the cadlag modulus
of continuity of y: let z,n € (0, 00); then, we set

(144) w,(y,n) = inf {112%0 osc(y, [ti—1,t:) ) ; O=to<...<t,=2 : 11%1iiélr_(lti—ti—1) >},
Here the infimum is taken on the set of all subdivisions (¢;)o<j<r, of [0, 2], r being a positive
integer; note that we do not require ¢, —t,_1 >7. We refer to Jacod & Shiryaev [30] Chapter VI for
a general introduction on Skorokod’s topology. We first prove the following lemma on the modulus
of continuity of X®¥ o A®¥ and X*¥ o A™". This technical lemma is a key argument in the proof
of Theorem 2.14.
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Lemma 4.3 We keep the notation from above. For all 2y, z1, z,m € (0,00), almost surely on the
event { A2 < 29 <AY™}, the following inequality holds true.

(145) Wz (XXL“,’W ’ 77) S wz+'r] (Xw7 77) + Wzq (Xb7w7 77) .
Similarly
(146) a.s.on {z>A}"}, ws, (Xrw ,n) < ws (X% n).

Proof. First note that for all interval I, we get:

—-X°

ocs(XX;‘fw,I) = Sup{‘X Ap |3

A stEI}—sup{‘wa Xb"’} s, te{AY";uel}}.

We then fix 7, a,b € (0,00) such that b—a > 7. By (30), Hgf'— 05" > b—a > 1. Since APV is
non-decrasing and continuous and since ¥ is increasing, we get {A?’w; te [6’2’“, 9;;’_")} =la, b) and

ocs (X, (027, 0;) ) =ocs (X7, [a,b) ).
We next suppose that A0 0. Then, {AY¥; € [0a", 057)} = [a, b] and by (143), we get
(147) ocs(Xh,, [057,05) ) =ocs (X®¥, [a,b] ) < ocs(X®F, [a,b)) + |[AX]].
Since the process X 5, is constant on [0, 6,), we also get

(148) max (ocs( s [0 0, w)),ocs(XX{,"fw, 0, 92’“))) = ocs(X™",[a,b)).

We next assume that AOb "€ (0,n7) and we want to control |AX 2¥| in terms of the cadlag
n-modulus of continuity of X¥. To that end, first observe that AH > (0 implies that [0 " 95"") is
a connected component of Red; by (130), there exists p > 1 such that Gb’_ =S5j(p) namely, 92’_"’ 1S
the time of arrival of a red client who interrupts a blue one. By (134), for all ¢ € [s(,),5;(p)+1)-

Xp>Xy =YV

b .
5)(p)); moreover AX,"" =AX},,.. To summarize:
b—

—_ XV

W pbw w _ b,w
(149)  Vte[y",6,7), X7>X? ey =X

w W . w
(0b W) - ez,w and AX@zf — ezf
Let z € (0, 00) such that 92’_“’ <zandlet0=tp<...<t,=z+nbesuchthat minj<;<,_1(t;i—t;—1)>

n. Then, there exists i€ {1,...,7} such that ¢;_; < Gb’“<ti There are two cases to consider:
— Ift;_1 <0,", then, by the last point of (149), osc(X", [ti—1,1;)) > |AX¥(6;")| = |AX"].
— Ift;_1 =02, since AGy¥ € (0,m), 0 <t;. Then osc(X¥, [tim1,t;)) > | X¥(05™)-X¥(0™)).
Recallfromtheﬁrstpartof(149)thatXW((9 ")—)=X¥(6y"). Thus, | X (0" )-X*(0,)| =
|AX¥(07")| and we also get osc(X¥, [t;i—1,:)) > [AXY(0;™)|=|AX"].

This proves that if AGb € (0,7n) and if be < z, then |AXb | <maxj<j<, osc(X¥, [ti—1,t;)) and
since it holds true for all subdivisions of [0, z + 7] satisfying the conditions as above, we get

(Xw,n).

We are now ready to prove (145). Let us fix zg, z € (0,00) and 0 =1y < ... <t, = zy such that
minj<j<,_1(t; —t;_1) > 1. We assume that 02" < z. Foralli € {1,...,7}, we set S; = {wa} if
AHZ’W<77 and Si:{ﬁfii,ﬁfiw} 1fA92_w217, we then define S—{So—o < < Sy —be} =
{0} U Sy U...US, that is a subdivision of [0, 92(’)"’] such that min; <;<,v_1(s; —s;—1) > (indeed,

(150) as.on {07 <z; AGYTE(0,m)}, |AXPY|<

47



recall that QZ’K —«9;’: >t;—ti—1). By (148) (if S; has two points) and by (147) and (150) (if .5;
reduces to a single point), we get

wges (X33, 1) < max, (OSC(XXK’W, [Sz‘fl,sz’))) < Wy (X% ) + max (OSC(Xb"’, [tH,ti)))

Since it holds true for all subdivisions (¢;) and since 2z’ — w.,/(y(-),n) is non-decreasing, it easily
entails (145) under the assumption that z; < 925“ < z. We complete the proof of (145) by observing
that A2 < 2o < A2¥ implies z; <027 < z.

The proof (146) is similar: let 67" = inf{s € [0, 00) : AS" > t}. Since s = A% + A%", we take
s=0,"to get 6;" = A>¥(0;") + t. Thus, 65" is strictly increasing and for all a, b € (0, 00) such
that b>a, we get 0, —05" >b—a and {A}";te (02", 0,"")} =[a,b). Thus,

ocs (X 2, [057,6,) ) =ocs(X™¥, [a,b) ).
We next suppose that Ag,"">0. Note that {A;™;t [0, 0,"")} =[a, b] and by (143), we get
ocs (X 2, [057,6,7) ) =ocs(X™¥, [a,b] ) < ocs(X™¥, [a,b)) + |AX, "]

Then, 9(];’_w is the departure time of a red client interrupting a blue client: namely, there exists p > 1
such that sy, = 0, Recall that 2, = 35, wy, (py and that necessarily, b = Yz, . Thus,
AX, " =0. Thus, for all b>a >0, we have proved that

ocs (X 7%, [05%,6,7) ) = ocs(X™¥, [a,b) )

and we argue as in the proof of (145) to complete the proof of (146). |

S Properties of the limiting processes.

5.1 The height process of a Lévy tree.

In this section we briefly recall various properties of the height process associated with a Lévy
process. To that end, we fix a, € [0, 00), k€ (0,0), c=(c;);>1 € ¢35 and we set

(151) VAE[0,00), $(A)=aX+ 58N+ kej(e M —1+Ac;).
Jj>1

and we assume that

> dA
(152) ey <00.

Let (Xt)se[0,00) be @ spectrally positive Lévy process with initial state Xo=0 and with Laplace
exponent : namely, log E[exp(—AX})] = ti()), for all £, A € [0, 00). Then, the Lévy measure
of X is 7= 2]21 ncjécj, its Brownian parameter is 5 and its drift is «. Since a > 0, X does
not drift to co: namely a.s. liminf; ,,, X; = —oco. Note that (152) implies that either 8 > 0 or
oa(c)= (0,00) r7(dr) = oo, which also entails that X has infinite variation sample paths.

5.1.1 Local time at the supremum.

For all ¢ € [0, 00), we set Sy = SuP,eo,4) Xs- Basic results of fluctuation theory entail that S—X
is a strong Markov process in [0, c0) and that 0 is regular for (0, c0) and recurrent with respect to
this Markov process (see for instance Bertoin [6] VI.1). We denote by (Lt),e[0,0c) the local time of
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X at its supremum (namely, the local time of S— X at 0), whose normalisation is such that for all
t €10, 00) the following holds in probability:

1 t
(153) Lo=lim ~ | 15, x.<o) ds

e—0 €

See Le Gall & D. [21] (Chapter 1, Lemma 1.1.3 p. 21) for more details. If 3 > 0, then standard
results on subordinators imply that a.s. for all ¢ € [0, 00), L; = %6 ({Ss; s €[0,t]}), where ¢ stands
for the Lebesgue measure. When o5 (c) = oo, we also recall the following approximation of L: for
alle€(0,¢1), we set

(154) q(&“):/d:li 7((x,00)) :Z kcj(cj—e)+ and ZF = {sE(O,t] 1S +E<Xs} .

(,00) §>1

If o9(c) =00, then the following approximation holds true.

(155) Vi, t€ (0, 00), E[1{Lt<x} sup }LS—L#%]Q} < X
= sef0 a(e)

This is a standard consequence of the decomposition of X into excursions under its supremum: see
Bertoin [6], Chapter VL.

5.1.2 The height process.

For all t € (0, 00), we denote by Xt= (X _X(t—s)—)se[O,t] the process X reversed at time ¢; recall

that X' has the same law as (Xs)se[o,t}- Under (152), Le Gall & Le Jan [33] (see also Le Gall &
D. [21]) prove that there exists a continuous process H = (H});c(0,o0) such that for all

(156) Vte[0,00), as. Hp = Ly(X").

Namely, H,; is a.s. equal to the local time at of Xt atits supremum evaluated at time ¢. The previous
approximations of L have the following consequences. First introduce the following:

(157)  Vt>s>0, Il= inf X,, [=I)= inf X, and " ={s€(0,t] : Xo— +e < I}}
re(s,] ref0.]

Then we easily derive from (156) and (153) that (45) holds true: namely, H; =lim._,q % fot 1ix,— I3<e} ds
in probability. Of course,

(158) If 3>0, then a.s. forall t€ [0,00), Hy==(({I};s€][0,t]}) .

2
B
If o3(c) = oo, then (156) and (155) easily imply that for all ¢ € [0, 00), H; = lim. ;¢ {5 #74° in

probability. Actually, a closer look at the uniform approximation (155) shows the following.

(159) 1If o2(c) =00, then V¢ € [0, 00), 3(ek ) ken decreasing to 0 such that:
P-as. forall s€[0,#] such that X,_ <If, Hy, = lim —— ##7.

koo 4(€k)

We shall need the following lemma.

Lemma 5.1 We assume (152). Then P-a.s. for all t, > to, if for all t € (to,t1), X¢ > X¢y— = X4,
then for all t € (to, t1), Hy > Hy, = Hy, .
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Proof: let t; > to be such that for all ¢ € (to,t1), X; > X¢,— = X¢,. Since X has only positive
jumps, it implies that AXy, =0 thus, for all s € [to, 1], we get I}, = Xy, and for all s € [0, o) and
for all ¢ € [to, t1], we get I} =I; =1I;. It implies for all t € [to, t1], that {1} ; s€[0,20) }\{ X, } =
{17 5€[0,t1) \{ X4, } € {I}; 5€0,t)} which entails the desired result when 3> 0 by (158).

Suppose next that o2(c) = oco. By a diagonal argument and (159), there is a sequence (ex)keN
decreasing to 0 such that P-a.s. for all ¢ € [0,00)NQ and for all s € [0,¢] such that X, < I},
Hy = limg_, o q(;ﬁ#%ﬁek. First observe that for all ¢ € (t9,t1) N Q, we get Xy, < Ifo and that
#%E’“ C #7°F, for all k. Consequently, H;, < Hy, for all t € (to,t1) N Q, and thus for all
t € [to, t1] since H is continuous.

Let t € (t1,00) N Q. Let s € [t1,1] be such that X, = I*. Then observe that X, < I? and
that #.,°% C #%’;i’“ for all k. Consequently, H; < H;,. Since s can be arbitrarily close to ¢,
the continuity of H entails that H;, < H;, and the previous inequality implies H;, = H;,, which
completes the proof of the lemma. ]

5.1.3 Excursion of the height process.

Recall that (152) implies that X has unbounded variation sample paths. Then, basic results of
fluctuation theory entail that X —I is a strong Markov process in [0, 00), that 0 is regular for (0, c0)
and recurrent with respect to this Markov process. Moreover, —1 is a local time at O for X —I (see
Bertoin [6], Theorem VII.1). We denote by N the corresponding excursion measure of X —1I above
0. It is not difficult to derive from the previous approximations of H;, that H; only depends on the
excursion of X — I above 0 that straddles ¢. Moreover, the following holds true:

(160) ff:{tER+:Ht:0}:{t€R+:Xt:It}

(see Le Gall & D. [21] Chapter 1). Since —I is a local time for X — I at 0, the topological support
of the Stieltjes measure d(—1) is 2. Namely,

(161) P-as. for all s,t€ [0, c0) such that s <t, ((s,t) NnNZ% +# @) — (IS >It>

Denote by (a;, b;), i € Z, the connected components of the open set {t € [0,00) : H; >0} and set
H!=H, b s €R,. Then, the point measure

(162) > 0r,

1€T

is a Poisson point measure on R x C([0, 00), R) with intensity dz N(dH ), where, with a slight
abuse of notation, N(dH) stands for the "distribution" of H(X) under N(dX). In the Brownian
case, up to scaling, N is Itd positive excursion of Brownian motion and the decomposition (162)
corresponds to the Poisson decomposition of a reflected Brownian motion above 0. For more details,
we refer to Le Gall & D. [21] Chapter 1.

As a consequence of (160), X and H under N have the same [ifetime (. This lifetime satisfies
the following.

(163) N-ae. (<00, Vte[(,0), Xo=Ho=X;=H;=0 and Vt€(0,¢), X; and H;>0.

We next define for all = € [0, 00), v, = inf{t € [0,00) : X; < —x}. Basic results of fluctuation
theory (see e.g. Bertoin [6], Chapter VII) imply that (7)ze[0,00) 1S @ subordinator whose Laplace
exponent is the inverse function ¢y~1. Moreover (152) entails that limy_,o, ¢ ~1(\)/\ = 0; conse-
quently, () has no drift: it is a pure jump-process; thus, a.s. 7z = > ;7 1[0 4] (—1a; )¢ (With an
obvious notation) and we get

(164) VA€ (0,00), N[1—e ] =91,
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We next recall from Le Gall & D. [21] (Chapter 1, Corollary 1.4.2, p. 41) the following:

(165) Va € (0,00), wv(a)= N( tsu[(l))th > a) satisfies /( )J(li\\) =t
c , vla

Note that v : (0, 00) — (0, 00) is a bijective decreasing C* function. By excursion theory, we then
get

(166) \V/JI,CLE(O,OO)7 P( sup Ht > (I) — e—iﬂv(a) ]
t€[0,vz]

5.2 Properties of the coloured processes.

Let o € R, f € [0,00), k € (0,00) and ¢ = (¢;);>1 € £5. Forall j > 1, let (N;(t));ec[0,00) be
a homogeneous Poisson process with jump rate xc;; let B be a standard Brownian motion with
initial value 0. We assume that the processes B and NN; are independent. Let (B*; N j’-, j>1)be
independent copies of (B; Nj, j >1). Recall from (36) that for all ¢ € [0, c0), we have set

XP = —at+ \/BBH—ZL ¢j(Nj(t)—cjkt) and Xi = —at+ \/BBf—}—ZL c; (N;(t)—cjfit) ,
Jj=1 Jj=1

where Zj}l stands for the sum of orthogonal L?-martingales. Then X® and X7 are two indepen-
dent spectrally positive Lévy processes whose Laplace exponent v is defined by (151). Recall that
(152) implies (38), namely: either 5 > 0 or o2(c) = co. We recall from (39) the definitions of

(At)iefo,00) and of (Y2)ic[0,00):
(167) Vte[0,00), Ay = skBt? + ch (Nj(t)—l)+ and Y; = XP—A;.
j>1

Recall the notation 7% = inf{s € [0, 00) : XT < —x}, with the convention that inf ) = co. Next, we
recall from (41) and (42) the following definitions for all x, ¢ € [0, co):

(168) 0=t +~%., AP=inf{s€[0,00):6°>t} and AI=t—AP.
t Ay t s t t

5.2.1 Properties of A.

Proof of Lemma 2.5. We assume (38). Namely: either 5 > 0 or o2(c) = oo. If § > 0, then
clearly a.s. A is increasing. Suppose that o2(c) = oco. With the notation of (167), observe that for
all s,t€ (0, 00),

D LN ()N 21y S #{a€(t b+ 8] AA >0}

j=21
Note that P(NV;(t) > 1; N;(t 4+ s) — N;(t) > 1) = (1 —exp(—rc;t)) (1 —exp(—kc;s)). Since there
exists K € (0, 00), such that(1—exp(—rc;t))(1—exp(—rc;s)) > Kc? for all j > 1, Borel’s Lemma
implies that a.s. #{a € (¢, + s] : AA, >0} =oc. This easily implies that A is strictly increasing.
To complete the proof of the lemma, observe that under (38), X® has infinite variation sample paths.
By (167) Y = XP— A. Since Y has bounded variation sample paths (it is incresing), Y has infinite
variation sample paths. ]

We shall need the following estimates on A in the proof of Theorem 2.6.

Lemma 5.2 We assume (38). For all t € [0, 00) we set A, ! =inf {s€[0,00) : Ag>t}, that is well
defined. Then, A~ is a continuous process and there exists ag, a1, as € (0, 00) that depend on B, k
and c, such that

(169) Vte |0, 00), E[At_l] <ait+ag and E[(A;I)Q] <ast® + art + ag .
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Proof: first suppose that ¢; > 0. Then, by (167) A; > ¢1(N1(t)—1)4+ > ¢1N1(t) — 1. This entails
that A tend to oo and therefore that A~! is well defined. Moreover, we get A, < N1 (1 + (t/c1)),
where: N ! (t) =inf{s €[0,00) : Ni(s) > t}. Note that N; !(t) is the sum of [¢] exponentially
distributed r.v. with parameter xc;, which implies that E[N; ()] = [t]/(xc1) and E[N] *()?] =
([]1% + [t])/(kc1)?. Thus,

—1\2 1 2 [§ 6
and E[(At ) :| S K/2C411t + Ngc?t—i-@.

If c=0, then >0, by (38) and A; ' =/2t/(Bk) and it is easy to see that it is possible to choose
ag, a1, ag € (0,00) such that (169). By Lemma 2.5, A is strictly increasing and standard arguments
entail that A~! is continuous. |

5.2.2 Proof of Theorem 2.6.

Let us first introduce notation. We first say that a martingale (M;);c[o,0c) is of class (.Z) if
(a) a.s. My=0,
(b) M is cadlag,
(c) there exists c€ [0, 00) such that a.s. for all t€ [0, 00), 0 < AM,; <c,
(d) forall €0, 00), E[M?] < oco.
Let M be a class (.#) martingale relatively to a filtration (% ),c(0 o). Let (M) stands for its

quadratic variation process that is the continuous process such that (M7 —(M)¢)te(0.00) is a (F)-

martingale. We shall repeatedly use the following standard optional stopping theorem:

(Stp) Let S and T be two (.% )-stopping times such that a.s. S <7 < oo and E[(M)7] < oo. Then,
E[M2]=E[(M)r] and a.s. Mg =E[Mp|Zg].

Then, the characteristic measure of M is a random measure V on [0, c0) X (0, co) such that:

e forall £ € (0, 00), the process ¢V ([0, t] x [¢, 00)) is (%)-predictable;

o L3 sco. Leoo) (AM;) — V([0,t]x [e,00)) is a (.F)-martingale.

(See Jacod & Shiryaev [30], Chapter II, Theorem 2.21, p. 80.) The purely discontinuous part of
M is obtained as the V-compensated sum of its jumps: namely, the L2-limit as € goes to 0 of the
martingales ¢ — 3 iy AMs 1 ooy (AM;) — f[07t]x[87oo)r V(dsdr). The purely discontinuous
part of M is denoted by M ¢ and it is a (.% )-martingale in the class (.#). The continuous part of
M is the continuous (.% )-martingale M€ = M — M?. Note that M€ is also a (.% )-martingale in
the class (.#'). We call ((M¢€), V) the characteristics of M. For more details see Jacod & Shiryaev
[30] Chapter II, Definition 2.16 p. 76 and §2.d, Theorem 2.34, p. 84, on the canonical representation
of semi-martingales.

Let (Z)te(0,.00) (tesp. (F{)1e(0,00)) the right-continuous filtration associated with natural fil-
tration of the process (N;(+));>1 (resp. B). We also denote .7 = o(F{N, F), t € [0,00). We
set

Vte(0,00), X{P=XP+at=/BBi+ > e;(Nj(t)—cjnt) .
Jjz1
By standard arguments on Lévy processes, X*® is a (.#)-martingale. Moreover, set az = 3 +
kos(c); then, we easily check that

(170) t— (X;®)2—ast is a (F,)-martingale.

Moreover, we easily check that is X*? in the class (.#) and that its (deterministic) characteristic are
the following: its characteristic measure is dt ® m(dr), where m(dr)=>_ ;- kc;d; its continuous

part is /3. BP, whose quadratic variation process is t — 3t. To prove Theorem 2.6, we shall use the
converse of this result: namely, a martingale whose characteristics are dt @ w(dr) and t — St has
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necessarilty the same law as X*® (for a proof see Jacod & Shiryaev [30] Chapter II, §4.c, Corollary
4.18, p. 107). To that end, one computes the characteristic of several time-change of X*® and X*.
First, recall from Lemma 5.2, that A~! is continuous and note that A; ' is a (.Z2)-stopping
time. We set
Vt€[0,00), M=X°(A"'(t)) and F'=7 (At_l) .

By (170), (X*®); = ast and (169) combined with (Stp) imply that M is a square integrable
(.#)-martingale and that E[(M"”)?] =a3E[A;!]. Then, set g(r) =inf{s € [0, 00) : A; ' =7}, for
all r€[0, 00). We easily check that:

(171) g:{re0,A;']: AX*>0} — {s€0,1] : AMD > 0} is one-to-one

and since A~! is continuous, if AMS" > 0, then there exists € [0, 00) such that g(r) = s and
AM" = AX*®. This implies that M is in the class (.#).
For all € € (0, 00), we next set

VtE(0,00), Ji= ) 1o (AXP) —ra([e, 00))
r’€[0,r]

that is a (% )-martingale in the class (.#) such that (J¢), =7([e, 00))r, and (169) combined with
(Stp) entails that J°o A~! is a square integrable (.%)-martingale. Moreover, (171) entails that
JE(ATY =2 selo.] l[gﬁoo)(AMS“))—A;lw([e, 0)). Since A~! continuous, it is (.%}')-predictable
and dA; '@ (dr) is the characteristic measure of M. It easily entails that the continuous part
of MW is \/B.BoA~'. We next set Q; = BB? — ft; by 1td’s formula (Q); = 43? f(f B2ds and
thus, E[(Q);] = 28%t. Since A~! is independent of B, E[(Q)(A;!)] = 26%E[(A;')?] that is a
finite quantity by (169). Then, by (Stp), we see that (y/3.BoA~1) =3.A~!. We have proved that
B.A7" and dA; ' @ 7(dr) are the characteristics of M. It is easy to realize that M is also a
martingale relatively to the natural filtration of (A=, M'") with the same characteristics 3.A~!
and dA; L@ (dr). We next prove the following lemma.

Lemma 5.3 Let E be a Polish space and let (Z)c[o,00) @ E-valued cadlag process. Let (M;),c(o,o0)
be a cadlag martingale relatively to the natural filtration of Z. Let (Cbt)[O,OO) be a nondecreasing
cad process that is adapted to a filtration (gt)te[o,oo) we assume that 7 and 9, are independent
and that for all t € [0,00), [P(¢ € dr)E[|M,|]|<occ. We set Fy=0(Z.pp,,%,), for all t € [0, 00).
Then, M o¢ is a cadlag (%)-martingale.

Proof: lett,ry,...,7m, €[0,00) and let s € [0, ¢]. Let G : E™ — [0, c0) be bounded and measurable
and let ) be a nonnegative bounded ¢;-measurable random variable. Then independence properties
imply the following

E[M¢tQG((Z"‘k/\¢s)1§k§n)] :/P(d)tedrl;QZ)SEdT;QEdQ)qE[Mr’G((ZTk/\r)ISkSn)}

_/P(d)ted?“,;¢s€dr;Q€dQ)qE[MTG((ZTkM)1<k<n>}
=E[My,QG((Zrong.)1<k<n) ]

and we completes the proof by use of the monotone class theorem. |

Recall from the beginning of Section 5.2 the definitions of the processes B%, (N;(-));>1 and

X7*; recall that X* is an independent copy of X®. We next need the following result. For all
te[0,00), we set If =inf (g X3 . Then,

(172) Vp,te(0,00),  E[(-I;)"]<oo.
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Indeed, recall that . =inf{t € [0, 00) X7 < —z} and that z— ~% is a (possibly killed) subordinator
with Laplace exponent 1)~ 1. Then for all A € (0, c0) we get the following

E[(—I})?] :/pxp_lP(—Itr>x) dx S/pmp_lP(y,;gt)dx
0 0

< [ b MB N e = T () 0 () PN
0

which entails (172). O

We apply Lemma 5.3 to Z = (A=, M), to ¢y = —IF, to (%) that is taken as the right-
continuous filtration associated with the natural filtration of (B*; N. ]’., j>1),andto M =M @) first,
and to M = JoA~!, next. Recall that E[(M,")?] =a3E[A; '] <as(a1t +ao) and E[J*(A4; )2 =
([, 00))E[A; 1] < 7([e, 00)) (a1t + ap), by (169). In both cases (M = MVor M = Jeo A™1), we
get [P(—If €dr)E[M?] < oo, by (172). Then, we set for all ¢ € [0, oc),

(2) _ 3™ _ 2_ -1 (1)
My~ =M, J{E—Ji,l(fltr) and F’=0(%, AAA(_I;), M.A(_Itr)) .

Lemma 5.3 asserts that A/ and J’¢ are (F2)-square integrable martingales. Since they are cadlag
processes standard arguments entail they are also (ﬂt%r)te[0700)—martingales.

Then, set ¢'(r) = inf{t € [0,00) : —IF =r}, for all 7 € [0,00). It is easy to check that ¢ is
one-to-one correspondence between {r € [0, —IF] : AM;" >0} and {s € [0,t]: AM® > 0}. This
first entails that M is in the class (.#). It also implies that

(173) JE= " 1 o) (AMP) = A (= IF)7([e, 0)) .

s€[0,t]

Since ¢+ A~!(—IF) is continuous, it is (.%2)-predictable and therefore, the characteristic measure
of M® is d(A~ o(—TI%))(t) @ w(dr).

Consequently, the continuous part of M is /B.Bo A~!o(—I%). We then apply Lemma 5.3
to M = (Bo A 1)2 — AL note that E[|M;]] < 2E[A; '] < 2(ait + ap), by (169); thus (172)
entails [P (—IF € dr)E[|M,|] < oo; thus, Lemma 5.3 applies and asserts that M o(—1I7) is a (F2)-
martigale; by standard arguments, it is also a (%7, ). This entails that 3.A~ o (—I%) is the quadratic
variation of \/3.BoA~1o(—1I%) that is the continuous part of M”. Thus, v/3.BoA~'o(—I%) and
d(A7Yo(—I7))(t) ® m(dr) are the (F2, )-characteristics of M.

Recall from (168) the notations 6°, AP and A*. Then we check that a.s.

(174) Vte[0,00), 0 :==inf{s€[0,00): AL >t} =t+ AN (-I}).

Indeed, for all r < A~1(—IT), since A is strictly increasing, we get A, < —IF, which entails

¥ (A,) <t. Since 0 —r=~7(A,) and thus 6° <t +r <t + A~(—IF). Consequently, r=AP(6F) <

AP(t + A=1(—IF)). Since it is true for all r < A1 (—1IF), we get A~1(—IF) <AP(t + A~ (—IF)).
Similarly, suppose that » > A~!(—IF). Since A is strictly increasing, we get A, > —IT and thus,

7 (A,) >t. Consequently, 02 >t +r>t+ A~1(—IF) and 7 > AP(t + A~(—IF)). Since it holds for

allr> A~1(—IF), itentails A=Y (—IF) > AP(t+ A~Y(—IF)). Thus, A=Y (—IF) = AP(t+ AL (~1IF)).

By (168), A*(t + A~*(—IF)) =t, which completes the proof. O
We next set for all ¢ € [0, 00),

X" =Xf +at and M;=X;"+ M> .

Clearly, M is a (#2 )-martingale in the class (.#). Note that X** and M'? do not jump simulta-
neously. Thus, by (173) and (174), we get

TE=TE+ D 1) (AXST) = tn([e,00) = Y 1oy (AM,) — 5 ([e, 00)) -
s€[0,1] s€[0,¢]
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Moreover, J"¢ is clearly a (ﬁt%r)—martingale. By (174), 6% is continuous and strictly increasing;
therefore it is (%7, )-predictable. This implies that the characteristic measure of M is dff ® w(dr).

Consequently, the continuous component of M is Mf = /B(BF + B(A~Y(—IF))). The inde-
pendence of B, A~'and B* easily entails that t — Bf + B(A™!(—IF))) is a (#2_)-martingale.
Moreover, recall that the quadratic variation of v/3.Bo A=l o (—IF) is equal to B.A~ 1o (—I%).
Thus, it is easy to see that the quadratic variation of M€ is equal to 5.6%. We have proved that the
characteristics of M are /3.6 and dff ® 7(dr).

We next recall from (174) that AT is the inverse of 8* that is also strictly increasing and contin-
uous. We set X* =M oA and we see that a.s. for all ¢ € [0, c0),

X = X'T(A]) + XP(ATH AT (AD)))
= X'T(AT)+ X"P(AD)
(175) = X"(A})+ X°(AD) + ot .

Indeed, the first equality is a direct consequence of the definition; then recall from (174) that
A"Y(=IF) = 6F —t, thus, A~ (—IF(AF)) = t — AT = AP, which entails the second equality and
also (175). Il

Observe that for all ¢ € [0,00), A is a (F2)-stopping time such that A} < ¢. We then set
F; = F2(AF+). Then, the optional stopping theorem applies to M and J"¢ to show that X and
J"¢ o AT are (F;)-square integrable martingales. Since AT is strictly increasing and continuous, X
is in the class (.#) and J"*(AF) =3 (0 4) Lje,00) (AMs) —t7([e, 00)). This proves that dt @ 7(dr)
is the characteristic measure of X *. Consequently, M “o AT is the continuous part of X*. Since A*
is a bounded stopping-time, the optional stopping theorem applies to the martingale (M )2 — 36~
and it entails that (Mo AT), = t. Thus, the characteristics of X* are ¢ — ft and dt @ 7(dr). By
[30] Corollary 4.18 in Jacod & Shiryaev [30] (Chapter II, §4.c, p. 107), it implies that X* has the
same law as X *®, which completes the proof of Theorem 2.6 by (175). ]

5.2.3 Properties of X and Y.

Next, we recall from (41) and (42) the following definitions for all z, ¢t € [0, c0):
Yi=inf{s€[0,00): X <—a}, Op=t+~%,, AP=inf{s€[0,00):07>t} and Aj=t—A}.

We also recall from (43) that X; = X®(A5) + X*(AZ) for all ¢ € [0,00). Let us mention that the
proof of the following lemma does not use Theorem 2.6.

Lemma 5.4 Let o, 3 € [0,00), £ € (0,00) and ¢ = (cj)j>1 € {3 satisfy (38). Then, P-a.s. the
following holds true for all a € [0, c0).
(i) Xgp =VYa.
(i) If AG2=0, then t =07 is the unique t € [0, 00) such that A? =a.
(ii7) If AO2 >0, then AX(0°_)=AA, and AY,=0. Moreover,

vte(0h_,0p), Xi>Xi >Xgp | =Xp=Y,.
Proof: observe that A¥(62) =02 — AP(0°) = 0° —a =~7(A,). Thus, X (0°) = X2 + XT (17 (A,))=
XP—A,=Y,, which proves (i). We next prove (ii): since AP is the pseudo-inverse of 6°, if A>=aq,
then 0°_ <t <@P; this immediately implies (i1).

We next prove (iii): we suppose that AG° > 0. Observe that ® is strictly increasing. Thus, for
all b<a, 0P <02_ and Y, =limy_,, Yy =limy_,,_ X (6p) =X (62_—) by (7).

We first assume that A4, > 0. Since the processes X° and X~ are independent Lévy processes,
it is easy to check that a.s. {x € [0,00) : AvE >0} N {A,—;a €[0,00) : AA, > 0} = 0. Thus,
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0° =a+~*(A4_),and forall t € [0°_,0°], A’ =a and AT =t—a=t—0°_ + v*(A,_). Thus, for
all s€ [0, AG],

(176) Xy =XE+XT

sty (Ag-) = Ya Aot XS

s+ (Aa—)

Taking s =0 in the previous equality first entails X (#°_)=Y, + AA,. Recall that Y, = X (0>_—).
Thus, AX(6°_) = AY, + AA,, but since Y and A have distinct jump-times, and since we have
assumed that AA, >0, we get AX(6°_)=AA, and AY, =0. Next, observe the following: since
0°_ =a+~*(A,_) and 02 =a + v*(A,), then for all s € (0, AGR), X¥((s + 7 (Aa—))—)> —Au;
moreover by taking s=A#% in (176), we see that X (§2) =Yy, by (¢). Namely, for all t€ (65_, 6%),
we get X; > Xy > X ((6°_)—)=Y,, which proves (iii) when AA, > 0.

We next assume that Af° > 0 and AA, =0. Consequently, °_ =a + 7*((4,)—). Since XP
and X* are independent, a.s. {x € [0,00) : AvE >0} N {As;a€[0,00): AY, >0} =0. Therefore,
AY,=0. We also check that
(177) Vse[0,A600), Xopgr =Yo+ Ag+ XI ra ) -
Since 6° = a + 7*(A,), applying (177) at s =0 and s = A#® implies that X (f°_) = X (6°) =
Since X (6°_—)=Y,_, we get AX(0°_)=AY,=AA,=0. then, observe that for all s € (0, A®),
X*((s + 7 (Ag—))—)> —Ay,; thus (177) entails (ii7) when AA, =0, which completes the proof
of the lemma. |

Lemma 5.5 Let o, 3 € [0,00), k € (0,00) and ¢ = (c¢;)j>1 € {3 satisfy (38). Then, the following
holds true.
(i) P-a.s. if (AXT)(AT) >0, then there exists a € (0, 00) such that 6°_ <t <6P.

1) P-a.s. for all b€ [0, 00) such that AXF >0, there is a unique t € [0, 00) such that A =b.
b t
(iii) Forallt€[0,00), set Qf =XR, and Qf = X}y. Then, a.s. for all t€ [0, 00), AQ}AQ} =
t

Proof: suppose that (AX*)(Af) > 0. To simplify notation, we set b= A} and v = — inf gy X7
Since X* is a spectrally positive Lévy process, X, > —z. Thus, b < ~;; moreover, since no
excursion above the infimum of the spectrally positive Lévy process X* starts with a jump we also
get, vE_ <b. Thus, 75_ <b<~E. We next set a =sup{s € [0,00): A; <x}. Then, A, <z <A,
and we first prove the following:

(178) 0r_—a<7i_<b<yi<@—a.

Let us first supose that AA, >0, then a.s v*(As) =" (As—) as s — a—, since a.s. 7* has no jump
attime A,_ because A and 4" are independent. Thus, 7*(A,—) <~*(z—). Similarly, a.s v*(As) —
v*(Aq) as s — a+, which implies that v (z) < 7*(A,). Note that v*(A,_) = 6°_ —a; and that
v*(A,) =6%—a, by definition. This implies (178). Now suppose that AA, =0. Then, A, =A,==x
and 0°_— a=~%(A,—) =~ (z—), which also implies (178).

We next use (178) to prove (i): first observe that it implies that §°_ < b + a < 6°. But for all
s€(0°_,0%), A® =a and thus AY =s — a, which shows that on (62_, 6°), A” is strictly increasing:
since b=AY_, = A}, we get t=a + b and finally 67 <t <@y, which completes the proof of (7).

Let us prove (4i): let b € [0, 00) be such that AX} > 0. Since A* is continous and tends to oo,
there exists at least one time ¢ € [0, c0) such that A} =b. By (i), there exists a € (0, c0) such that
6°_ <t < 6°. But as previously noticed, A* on (6°_, %) is strictly increasing, which immediately
implies (7).

Let us prove (7i7): suppose that AQ} > 0. Since A" is continous, it implies that AX™ (A7) >0
and by (i) there exists a € (0, 00), such that #°_ <t < 6°; now observe that for all s € (0°_,0%),
AP =a. Thus, QP is constant on this interval and it implies that AQ} =0. This proves (4ii). n
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5.2.4 Excursions of Y above its infimum.

By Theorem 2.6, X is a Lévy process whose Laplace exponent is ¢). recall from Section 5.1 that if
1) satisfies (152), the height process H associated with X is a well-defined continuous process. We
prove the following lemma that entails Proposition 2.7.

Lemma 5.6 Let o, B € [0,00), k € (0,00) and ¢ = (c;)j>1 € {3 satisfy (152). For all t € [0,00),
we recall the following notation: Iy =infsci Xs, Jp = infycioy Ys and Hy = H(607). Then, the
following holds true.
(i) A.s. forall te[0,00), X;>Y (A?) and I; = J(A).
(ii) A.s. {t€[0,00) : Xy >} = {t€[0,00) : Y (AB)>J(A})}.
(iii) A.s. the set &={a€[0,00) : Y,>J,} is open. Moreover, if (I, 1) is a connected component
of &, then Y=Y, =J;=J, and for all a € (I, ), we get J,=J, and Yo NY, > J.
(iv) Set Z°={a€[0,00):Y,=J,}. Then, P-a.s.

(179) Va,z€[0,00) such that a < z, (ﬁpbﬁ (a,z) # (Z)) = (JZ < Ja).

(v) A.s. H is continuous and a.s. {a€[0,00) : Yo > J, } ={a€0,00) : H,>0}.

Proof: fix t € (0,00) and set a = A%. Thus, 62 <t <#®. If AG® >0, then Lemma 5.4 (ii7) implies
that X >Y, = X(0°_—), forall s€[65_ ,02] Thus, X; >Y,. If A2 =0, t=06° and X; =Y, by
Lemma 5.4 (). Thus, we have proved that a.s. for all ¢ € [0, 00), X; > Y(Ab)

Let z € [0, a] be such that Y, _ =inf,c[g , Y. Note that Y, = X (0p) — X ((02_)—) as y — z—.
Thus, Y, =X ((2_)—) and since 62 <6p_ <t, we get infcjoy Xs=1; < J(A ) =infycpq Yy
But since a.s. for all s € [0, 00), X > Y(At;) we get I; > J(AY). Thus, I; = J(AB), which completes
the proof of ().

We next fix ¢ € (0,00) such that X; > I;; we set gy =sup{s <t: Xs =I5} and d; = inf{s >
t: Xs=I4}; standard result on the excursion of spectrally positive processes above their infimum
entails that AX (g;) = AX (d¢) =0: consequently, for all s € [g;, d¢], [s=T; =X (g¢) = X (dy).

Let us suppose that Y (A%) = J(A®); to simplify, we set a= AP, and thus we get °_ <t <. If
AGP =0, then by Lemma 5.4 (i), we get X; = X (6°) =Y, = J, but J, = I, by (i) which contradicts
X > I;. Thus, AG° >0 and Lemma 5.4 (i7i) asserts that for all s € (02_,0%), X;> X () =Y, =
X ((65_)—). Recall that we suppose Y, = .J, and that I; = J,, by (4); thus, for all s€ (6°_,6°), w
get Xo> I;=X(62)=X((°_)—). Thus, g;=0°_ and d; = 6%, and since A X (g;) =0, Lemma 5.4
(i17) entails that AA, = AX (6°_)=0. Thus we have proved that a.s. for all ¢ € (0, c0), if X; > I
and if Y (AY) = J(A®) then g = 0°_ < d; = 6° and AA, = 0. We next use the following: for all

e€(0,00),

(180) P-a.s. Z 1iaa,=0; 00856 Y,=0,3 = 0.
a€[0,00)

Before proving (180), let us complete the proof of (i7): first note that (180) and the previous argu-
ments entail that a.s. for all ¢ € (0, 00), if X; > I, then Y (A}) > J(A%). Next observe that if X;=1;,
then (i) implies that I; = J(A?) <Y (AP) < X;. This shows that if X; = I, then J(A}) =Y (A?),
which completes the proof of (i3), provided that (180) holds true.

Proof of (180). Suppose that AG® > ¢ and that AA, = 0. Then 6°_ = a + y*(A,—); since by
definition 6° = a + v*(A,), we get A2 = (Ay*)(A,). For all z € [0,00), we set A\, = inf{a €
[0,00) : Ay > x}. By Lemma 2.5, a.s. A is strictly increasing, which implies that = +— \; is
continuous: we get a=\(A,) and (180) is clearly a consequence of the following

(181) P-as. Q(e) = Z LiaA()=0; Ay (@)>e; Y (Aa)=d(Aa)} = O
z€[0,00)

57



Let us prove (181): recall from (164) that N(( € dr) is the Lévy measure of the subordinator ~*;
since (Y, A) and X* are independent, we get

o o
E[Q(e)|(Y, A)] ZN(C>€)/0dSC 1{AA(L)=0; Y (An)=T(Aa)} (C>5)/OdAa1{AAa—O;Ya—Ja}»

by an easy change of variable. Observe that dA, = kfada + >, )y AAy by (da). Thus,

a’€[0,00)
E[Q(e)|(Y,A)] = N(C>€)/O kBadalyy,—j,) = N(C>€)/O KBadaliyge)=ros)}s

since X (f°) =Y, (by Lemma 5.4 (i)) and since I(6°) = J, by (i). The change of variable ¢t = 6,
entails that [ adalyxge)—r@e)y = [o° APdAP 11y, Since AP is 1-Lipschitz, and since
Jo dt1yx,—1,y = 0 as., the previous arguments imply E[Q(a)’(Y, A)] =0 and (181) and (180).
This completes the proof of (iz).

Let us prove (4i): by standard results, &’ := {t € [0,00) : Xy > I;} is open and if (g,d) is a
connected component of &, then Xg=Xq=I,=1Igand forall t € (g,d), X;— N X; > 1,. Recall
that & = {a € [0,00): Y, > J,} and let a € &. Since X (65) =Y, and since I(65) = J, (by (7)),
we get 62 € &’; denote by (g, d) the connected component of &’ such that 62 € (g,d). By (i),
Xa=X,=Y(A) =Y (A) = J(A) = J(A). We then set | = A% and r = A%. This proves that
Y, =Y, =J,=J; and that for all a € [I,7], J, = J;. By (i1), & :={t€[0,00) : Y (AP) > J(AD)};
since (g, d) is connected component of &, for all ¢ € (g, d), we get Y (A8) > J(AY) = J; and thus
I < A® < r. Namely, A°((g,d)) = (I,r) C &; since neither [ nor r are in &, (I,7) is a connected
component of &. This easily entails (7).

Let us prove (iv). First recall from Section 5.1.3 the notation: 2 = {t €[0,00): X;=1;} and
recall that the continuous process ¢ — —1I; is a local-time for 2: in particular, recall from (161)
that 2N (s, t) # 0 iff I; < I,. By (ii), 2 = {t €[0,00) : Y(A%) = J(A})}; it easily implies the
following: 2°°N (a, 2) # O iff 2 N (62, 6°) #( which is equivalent to 1(0°)=J, < J,=1(6°) (by

(7)), which completes the proof of (iv).

Let us prove (v). Since H is continuous, H is cadlag and H,— = H(62_). If A2 =0, then
Ha— = Ho. We next assume that AG® > 0: by Lemma 5.4 (4ii), for all ¢ € (6°_ ,92), we get
X > X ((0°_)—)=X(6%); we then apply Lemma 5.1 to tc=6°_ and ¢; =62: in particular we get
Hy, = Hy,,namely: H,_ ="H,. This proves that a.s. H is continuous.

Recall from above that 6" = {¢t€ [0, 00) : X;>I;} and recall from (160) and (i7) that &' = {t €
[0,00) : H;>0}={t€[0,00) : Y(A})>J(A%)}. Then, observe that a € & iff X (65) =Y, > J, =
I(62), which also equivalent to H, = H (62) > 0. This implies (v) and it completes the proof of the
lemma. |

Proposition 5.7 Let ., 3 €0, 00), k€ (0,00) and c=(c;);>1 € 3 satisfy (152). Then, a.s. for all
te[0,00), Hy>H(AP). Thus,

(182) P-a.s. forall a>b>0, inf H,= inf Hy.
ré€la,b] s€[6P,6P]

Proof. Recall that 6® is the right-continuous inverse of AP and that H o0®="H. Lett € [0, 00). Then,
set a =A%, which entails that 6°_ <t <@P. If AG® =0, then O°(A?) =t and H; =H(AP). Suppose
next that A2 > 0; by Lemma 5.4 (4ii), X > X((QS,) )=Y,=X(62), for all s € (A°_,6%); thus,
we can apply Lemma 5.1 with tg=60°_ and t; =07, to get H; > H(0°_) = H(02) =H,=H(A).
We thus have proved the first point of the proposition.

Let us prove (182): since Hof® = H, inf(, ) H = inf[,p) Hof® > infige go) H. But H >
H o AP implies inf 00,001 H > 1nfge oo HoAP. Since AP is non-decreasing and continuous, and since
AP(0p) =t, we finally get infige gs) H o AP =inf(, ;) H, which entails (182). ]

We next recall the following result due to Aldous & Limic [4] (Proposition 14, p. 20).
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Proposition 5.8 (Proposition 14 [4]) Let o, 3 € [0,00), € (0,00) and ¢ = (¢;);>1 € {3 satisfy
(38). Then the following holds true.
(1) Forall ac0,00), P(Ya=J,)=0.
(i) P-a.s. the set {a€[0,00):Y,=J,} contains no isolated points.
(131) Set M, = max{r—1; r >1>a: (l,r) is an excursion interval of Y —J above 0}. Then,
M, — 0 in probability as a — oc.

Proof. The process (Yy/,)sc[0,00) 18 the the process W*H'=T:¢ in [4], where ' = 3/k and T = a/ K
(note that the letter ~ plays another role in [4]). Then () (resp. (i7) and (i74)) is Proposition 14 [4]
(b) (resp. resp. (d) and (c)). [ |

Thanks to Proposition 5.8 (iii), the excursion intervals of Y —.J above 0 can be listed as follows

(183) {a€[0,00): Yo Ju} = | (lhoms) -
k>1

where (;, = r —li, k > 1 is non-decreasing. Then, as a consequence of Theorem 2 in Aldous &
Limic [4], p. 4, we recall the following.

Proposition 5.9 (Theorem 2 [4]) Let o, 3 € [0,00), € (0,00) and ¢ = (c;)j>1 € {3 satisfy (38).
Then, (Ci)k>1, the ordered sequence of lengths of the excursions of Y —J above 0, is distributed as
the (B/k, a/k, c)-multiplicative coalescent (as defined in [4]) taken at at time 0. In particular, we

geta.s. -y (F < oc.

5.2.5 Embedding into a Lévy tree. Proof of Proposition 2.8.

We now explain how continuous multiplicative graphs are embedded in Lévy trees. First, let us
index properly the excursions of H above 0. To that end, recall that Lemma 5.6 (v) asserts that the
excursion intervals of Y —.J above 0 are exactly the excursion intervals of H above 0. Similarly,
(160) asserts that the excursion intervals of X — I above 0 are exactly the excursion intervals of H
above 0. By Lemma 5.6 (i7), (I,7) is an excursion interval of H above 0 iff [ =AP(1) and r = A°(r),
where (1, r) is an excursion interval of H above 0. Consequently, the excursion interval of H above
zero can be ordered according to (183):

(184) U (lk,rk):{te [0,00) : Ht>0} where [ = A°(l;) and 7, = A°(r},) satisfy
k>1

U (I, k) ={a€(0,00) : Hq>0} with §,=rj—Ij, k>1, decreasing.
k>1

Next, we set for all k> 1,
(185) Vs€[0,00), Hi(s)=Hgu1sar, and Hi(s) =M, +5)ar,-

We also set {;, =r;—1;. Recall from (49) the definition of the pseudometric dj, coded by a function
h. As a consequence of (182) in Lemma 5.7, we get for all k>1,

(186) Va,b€[0,¢k],  dy,(a,b) = dm, (0°,60) .

Recall from (50) in Section 2.2.2 that (T}, dy, pr, mp) stands for the rooted compact measured real
tree coded by h and recall that py, : [0, () — T}, is the canonical projection. To simplify notation,
we set

(Tk7 5kapk7m2) = (THk7de7 PH,» mHk)
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Then (186) implies the following: set 7%, =pg, (6°([0, ¢x])), then
(187) (T Ok | T x T » P> Mg (- N ’Tk)) is isometric to (THk, du, , P, s mHk).

Namely, we view the tree coded by Hjy as a compact subtree (namely, a compact connected sub-
set) of the Lévy tree coded by Hy. Next, recall from (60) that I, = ((Sl;vtl;))lépépk is the
set of pinching times of the excursion Hy and recall from (61) that (Gy, di, pr, my) is the com-
pact metric space coded by Hy and the pinching setup (IIg,0) as defined in (53). We then set
I} = (pm, (6% ) PH, (9;’,5))1<p<pk and thanks to (186), we see that:

(188) (Gy,dk, pr, my) is isometric to the (II;, 0)-metric space
associated to (T, 6k |77 x 73> Pk (- N Tk)) -

To summarise, up to the identifications given by (187) and (188), the k-th largest component Gy, of
the multiplicative continuous random graph is obtained as a finitely pinched metric space associated
with the real tree T}, coded by Hy, that is a subtree of the real tree Ty, coded by Hy. This allows to
prove Proposition 2.8 as follows.

Proof of Proposition 2.8. Let o, 3 € [0,0), x € (0,00) and ¢ € £3. Recall from (37) that for all
AE[0,00), P(A)=aX + 6% + > i1 KC (e72% —1+ Ac;), that is assumed to satisfy (152). We
then introduce the following exponents:

y=sup{re|0,00) : )\h—>Holo (AN "=00} and n=inf{rel0,00): )\li_)n;ogb(A))\_T:O} .

Recall from (162) that N stands for the excursion measure of the -height process H above 0 and
denote by (Tx,dp, pr, my) the rooted compact measured real tree coded by H. Theorem 5.5
in Le Gall & D. [22], p. 590, asserts that if v > 1, then N(dH )-a.e. dimy(Ty) = n/(n—1)
and dim,(TH) = /(v —1) (this statement is a specific case of Theorem 5.5 in [22] where
E =10, 00)). Moreover, in the proof of the Theorem 5.5 [22], two estimates for the local upper-
and lower-densities of the mass measure my are given at (45) and (46) in [22], p. 593: namely,
forall 0 < uw <n/(n—1)and 0 < v < /(v — ) N(dH)-a.e. for my-almost all o € Ty,
lim sup,_,o r *myg(B(o, r)) < oo and liminf, o r™"mpg(B(o, 7)) < oo (actually, within the no-
tations of [22], if E = [0, 00), then d(F) =1 and k(do) = mg(do)). Since Ty, is the tree coded
by Hy, then, the previous estimates and Thm 5.5 in [22] show that for all 0 < u < n/(n—1) and
0<v<v/(y-1)

(189) P-as.forall k>1, dimy(Ty)=—" o and  dimy(T)) = Ll
p— /'Y_
* * B
and for mz-almost all c € T,  limsup M <oo and liminf M <oo.
r—0 r r—0 rv

We now apply Lemma C.1 in Appendix Section C to Ey="Ty, F=T} and E' = Gy, to derive from
(189) that P-a.s. for all k> 1, dimy (Gg)=n/(n—1) and dim,(Gy) =~/(y—1).

Thus, to complete the proof of Proposition 2.8, it remains to prove that the exponents v and 7,
are given by (62) when 3=0: set 7(dr)=3_ -, Kc;dc;, the Lévy measure of X. By an immediate
calculation, we get 1)’ (\) — a= f(O,oo)(l — e *)rm(dr). We next introduce

/du/( / (LA (r/a))r(dr) =3 we2(1 A (e5/2))

) j>1

as in Proposition 2.8 (77). As explained in Bertoin’s book [6] Chapter III, general arguments on the
Laplace exponents of subordinators entail that there exist two universal constants kj, ks € (0, 00)
such that

kiJ(1/X) < '(\) —a < ko J(1/N) .
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Since ¥(A) < AY'(A) < 49p(N), by convexity, the previous inequality entails: v = 1 + sup{r €
(0,00) : limgy 2" J(x) =00} and n=1 + inf{r € (0, 00) : limoy z"J(x) =0}, which complete the
proof of Proposition 2.8. |

6 Limit theorems.

6.1 Proof of Theorem 2.14.
In this section we fix a, € [0, 00), k€ (0,00), c=(c¢;);>1 € 3. We assume that
*dA 1 2 —Ac;
(190) o0y < where (A)=aX+ FBAN +)  ke;j(e79 —14+Ac;), A€[0,00).
<1

We fix the following independent processes: a standard linear Brownian motion B = (By)¢[0,00) and
for all j > 1, (N;(t))se[o,00)» an homogeneous Poisson process with jump-rate rc;. All processes
have initial value 0. Recall from (36) that

(191) Vte[0,00), XP=at+ BB+ Y "cj(Nj(t)—cjnt).
Jj=>1

(we sum with respect to the L2-norm of the supremum). Then, XP® is a spectrally positive Lévy
process with Laplace exponent ¢ and initial value 0. Recall that E[c;(N;(t) —1)4] =¢; (e "% —
1+/<ccjt) 7<% (/it)2c§?, then, recall from (39) that it makes sense to set

(192) Vte[0,00), Ay = LrptE+ ch (Nj(H)=1), and Y, = XP—A.
j>1

Let (X7 )c[0,00) be an independent copy of X and recall from (41) the following:
(193) Vz,t€[0,00), ~i=inf{s€[0,00):XI<—z} and 6 =t+},.

Let ay, b, € (0,00), and w,, € ﬁ}, n € N, satisfy (66), (C1)—(C3): namely a,, — 00, by, /a, — 00,
by, /an = Bo €0, B, anbn /01 (wn) = K € (0,00) and

bn UZ(Wn) bn 03(Wn)
194 1): —(1-— — 2): —- —
(S m(wn)) e (02 T o Bon(o),
w®
(195) (C3): VjeN - — .

n
In this section we admit Proposition 2.11 and Proposition 2.12 that are proved in Section 6.3.2.

Recall that N* = N\{0} is the set of positive integers. For all n € N*, let (N"(-));>1 be

independent homogeneous Poisson processes, the jumps rate of N;™ being wi™ /o1 (wy,). Recall
from (28) and (29) that for all ¢ € [0, o),

(196) X7 ==t 43w NG (1), Af =Y e (N (1)~ 1)4 and Y7 = XpUo A,
Jj=1 Jj=1

Let X™¥"" be an independent copy of X®¥"», Recall from (28) and (30) in Lemma 2.3 the following
definition for all z, t € [0, c0):

(197) vo =inf{s€[0,00): XI™" < —z} and O} =t+y50.
t

We shall use several time the following result from Ethier & Kurtz [25].
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Lemma 6.1 (Lemma 8.2 [25]) Foralln€N, let 0 =sj <s] <sj <... be a sequence of r.v. such
that a.s. limy,_, s =00. Fix z€ (0, 00) and set k,=max{k €N : s} <z}. Then

lim sup P(mm sy —sp <17) 0 < lim supsup P(sfi<z;s} sp <n)=0.
n—=0+ peN 1<k<ky Pkl n—0+ peN keN ( k k1™ %k )

Proof: see Lemma 8.2 in Ethier & Kurtz [25] (Chapter 3, p. 134). [ |

Recall from (144) the cadlag modulus of continuity of y € D(]0, c0), R): for all z,n € (0, c0):
(198) w.(y,n) = inf{lrgzgg osc(y, [ti—1,t)); O=to<...<tp=2: lléliigr_(lti_ti—l) >},

where for all interval I, ocs(y, I) = sup{|y(s) —y(t)|; s,t € I'}. We shall use a tightness result
for increasing processes that is a consequence of Proposition 8.3 in Ethier & Kurtz [25]. To recall
this statement, we need to introduce the following notation: let y € D([0, c0), R) be nonnegative,
increasing and such that y(¢) — oo as t — oo; then for all € € (0, 00), we recursively define times

(77 (y)) ken by setting
(199) To(y)=0 and 75, (y) =inf {t > 75(y): y(t)—y(rE(y)) > e}

Observe that if w, (y, ) > ¢, then there exists k € N such that 7 (y) <z and 71, (y)—7}; (y) <. This
combined with Lemma 8.2 [25] (recalled above as Lemma 6.1) immediately entails the following.

Lemma 6.2 For all n € N, let (R?)te[om) be a cadlag nondecreasing process such that a.s.
lim¢ oo Ry (t) = 00. Then, the laws of the R™ are tight in D([0,00),R) if for any t, the laws
of the Ry, (t), n €N are tight on R and if

(200)  Vz,e€(0,00), lim limsup sup P (7 (R") <z; 141 (R") =75 (R") <n)=0.
=0+  neN  keN

Proof: see Lemma 8.1 and Proposition 8.3 in Ethier & Kurtz [25] (Chapter 3, pp. 134-135). |

We immediately apply Lemma 6.2 in combination to the estimates in Lemma 4.2 with to prove
tightness of a rescaled version of A%,

Lemma 6.3 Let o, 8 € [0,00), k € (0,00) and ¢ € {3 satisfy (190). Let an, by, € (0,00) and
bw,, € €f n € N, satisfy (66) and (C1)—(C3). The the laws of (35 Ap",)ie(o,00) are tight on
D([0,00),R).

Proof: we repeatedly use the following estimate on Poisson r.v. N with mean r € (0, 00):
201) E[(N-1);]=e"—1+r and var((N—1);) =rl—(e"T—147r)(e " +7r) <7

1™

.. w n — (n) Wn j n
By the definition(196), we get E[A{"]=3" .+, w™ (e forlen) _q 4 o) S ;:jg’)) Thus,
by (C1)—(C3) and the Markov inequality, we get

lim supP(aiA‘l;’Zt > x) < %xilt%@(mag(c) +8) —— 0.
n—00 " T—00
This shows that for any ¢ € [0, o), the laws of the 3 A", are tight on R.
We next prove (200) with R} = - Aj,, t € [0, oo) To that end we fix z,e € (0,00) and k €N,
and we set T}, := 7, (R"). Then, (141) in Lemma 4.2 with a =a,e, T =b,T),, t=byn and to = b, 2
implies the following:

P(ri(R") <z; i1 (R") =75 (R") <n) = P(bnT, <bnz; A, oy, —Ap'y, > ane)

< n -1 n n lbn 03(Wn)
< (ang) b (bnz + 3 17)01 )

< e 'nz+n)

(
anbn bn0'3 (Wn>
o1(wn) a%al (Wn) ‘

Then (C1)—(C3) entails (200) and Lemma 6.2 completes the proof. ]
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Lemma 6.4 Let o, €0, 00), k€ (0,00) and c € {5 satisfy (190). Let ay,, by, € (0, 00) and wy, EE},
neN, satisfy (66), (C1)—(C3). Then

(202) ((Zxpom

") 0,00y NG (bnt)iepo,o0)s § = 1) —— (X°,Nj3 j > 1)

n—oo
weakly on D([0, 00), R)N equipped with the product topology.

Proof. Let v €R. Note that
E [exp(iuN]'f’" (bnt))] =exp(—tbyw™(1— ™) /o1 (wn)) — exp(—trc;(1—e™))

by (66) and (C3). Thus, for all £ € [0, 00), N;™ (bnt) — N;(¢) in law. Next fix k> 1 and set:

¥te(0,00), QP=—Xp— > atw(UN"(bat) and Qi=XP— Y ¢;Nj(t) .
1<j<k 1<j<k

b,wn,

Since we assume that Proposition 2.11 holds true, zi- X"} — X?P weakly on R. Since Q¥ (resp. Q¢)
is independent of (V. ;’")1§ j<k (resp. independent of (N )1§j§ &), we easily check

( )
E[er?] _E lquwn/an /HE —iju—— N"”(b t)] —>E[ 7,’U,X /HE lquNj(t)] :E[eith].
1<j<k nree 1<j<k

Thus, @} — Q) weakly on R. Since Lévy processes weakly converge in D([0, c0), R) iff unidi-
mensional marginals weakly converge on R (see Lemma B.8 in Appendix Section B, with precise
references), we get Q" — (@ and for all j > 1, N7 (by,-) = N, weakly on D([0, 00), R).

Since Q", Ny™,..., N, are independent Lévy processes, they have a.s. no common jump-
times and Lemma B.2 (in Appendix, Section B) asserts that

(Q?v NIM (bnt)a R N}Z]n (bnt))te[(],oo) — (Q7 Nla R Nk) Weakly on D([O) 00)7 RkJrl)'
Since X®¥" is a linear combination of Q™ and the (N;-’”)lg j<k» WE get:

((ﬁX;’L‘;", Ny (bpt), ..., Ni™ (bnt)) —(XP®, Ny,..., Ni,) weakly on D(]0, c0), RFT1),

te[0,00)
which implies the weaker statement: (ﬁX;’:.'”, NY™(bp)s .oy NP (b)) — (X®, N1, ..., Ng),
weakly on (D([0, 00), R))¥*! equipped with the product topology. Since it holds true for all &, an
elementary result (see Lemma B.7 in Appendix, Section B) entails (202). |

Lemma 6.5 Let o, €0, 00), k€ (0,00) and c € {5 satisfy (190). Let ay,, by, € (0, 00) and wy, GE;,
n €N, satisfy (66), (C1)—(C3). Then

203)  ((aX,% !

' )te[o,oo)’ (EAZZt)tE[O,oo)) — (Xb,A) weakly on D([0, 00),R)2.

n—oo

Proof: Lemma 6.3 and Lemma 6.4 imply that the laws of (a; A" , o X x> by NG (bns); j > 1) are
tight on D([0, c0), R)N equipped with the product topology. We want to prove that there is a unique
limiting law: let (n(p))yen be an increasing sequence of integers such that

(204) (e Ay X0 N0 () 5> 1) s (A, XP, NG > 1),

An(p) " On(p)? An(p) ~ bn(p)- p—00

holds weakly on D([0, 00),R)N. Since D([0, o0), R)N equipped with the product topology is a
Polish space, Skorokod’s representation theorem applies and without loss of generality (but with a
slight abuse of notation), we can assume that (204) holds true P-almost surely on D ([0, o00), R)N.
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Set Ay = L Kft? + 2516 (N;(t)— 1)+, t €[0,00). Then, to prove (203), we claim that it is
sufficient to prove that for all ¢ € [0, c0),

(205) iy A7, —A¢ in probability
n n(p

because it implies a.s. that A= A’. Indeed, let t such that AA} = AAt =0 and let ¢, ¢’ be rational

numbers such that ¢ < ¢t < ¢'; thus, A:ZEZ();))(, < Ab?“(’p)), < Ab(n( )yg's since AA; =0, we get

as. A" ot ) Jan ) — Aj; the convergence in probability entails that A, < A} < Ay; since it holds

true for all ratlonal numbers ¢, ¢’ such that ¢ <t <¢’, we get A;_ < A} < A; which implies A; = A}
since AA; =0. Thus, a.s. A and A’ coincide on the dense subset {t € [0,00) : AA; =AA;=0}: it
entails that a.s. A= A’ and the law of (A4, X®, Nj;j > 1) is the unique weak limit of the the laws
of (- Ajr, 2 X" N¥™ (by-); j >1).

So, we only need to prove (205). To simplify notation we define v,, € £ } by

(206) vizeN', o\ =w!/a,

By (C3), v](-n) — ¢j; by (66) and (C2),b,,01(vy,) = and o3(vy,) = 03(c) + B/k. We next claim

that there exists j,, — oo such that

(207) nhm v( =0 nh_}nolo Z (v'")?=03(c) and nh_}n;o Z(v}”))?’zﬁ/f@.

1<5<jn J>Jn

Indedd, suppose first that sup{j > 1:¢; >0} = oo and set j, =sup{j > 1:3 ., (v; M3 <a3(c)},
with the convention that sup ) =0. Here j, — oo, and it is easy to check that it satlsﬁes (207).
Next suppose that j, = sup{j > 1:¢; > 0} < co. Clearly 21<J<J*(v< )3 — o3(c). Thus,

> > ]*( (")) — B/k, that is strictly positive as implied by (190). Thus, it is possible to find a

sequence (jy) that tends to oo sufficiently slowly to get 3. ;. (v (*))3 5 0, which implies (207).
O

We fix ¢t € [0,00). Let k € N to be specified further; since j,, — 0o, we can assume p such that

k < jn(p)- To simplify, we set gf:vj(.”(p)) (N;"(p) (bnpyt)—1) , and & =c¢;(N;(t)—1) and

PP=N"ehog, RPP= 3" -3¢, OF=Y €P-E[¢?] and dy(t)=5xB*-)_ B[],

1<5<k k<j<inp) JI>k J>Jn(p) J>In(p)

Thus, A™® (by,,)t)/an (n) ~ A = Df P4 Rf P + CF —d,(t) and we prove that each term in the
right-hand side goes to 0 in probability.
We first show that d,,(t) — 0. Since N,"® (bn(p)t) is a Poisson r.v. with mean 7, ; that is equal to

D bn(p)t/ 01 (Vn(p)), by (201) we get E [fﬂ =o{"®) (e7"i—1+1p ;). We next use the following
elementary inequality:

(208) vyel,00), 0< 32— (e¥—14y) < 3p2(1—e¥) < s y? Ay’

that holds true since y~2(e Y —1+y) = foldv Jo dw e, Thus

1 Wy 2 P 1, (@) 3 L, (@) (br(pt)® (n(p)\3
0< Z - [5 ] < 20 Tpi S 3V, 51 (V) Z(UJ’ )? —0,
.]>.7n(p) ]>]n(p) ]>]n(p)
(n(P)) 2 _ 2 (n(p))\3 2
by (207). Next, note that 3, R (bn(p)t/01(Vn(p)) Zj>jn(p>(vj )> — KkOt2,

which implies that d,,(t) — 0 as p— oo.
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We next consider Cy: by (201), var(£7) < (v; )22 - Since the ¢7 are independent, we get

Z var( gp RAION (bn(pt)? Z(v;n(m))?, .0

- J"(p o1 (Vi (p))? £—
]>]n(p) j>]n(1’)

by (207), which proves that C? — 0 in probability when p— co.
We next deal with Rf P By (201), (207) and (208), we first get:

L), 2 1 (bng )t)? (n(»)\3 2 3
@) 0< > E[g]< 3 5w = aoiem > 08— e}

k<j<jn(p) k<j<jn(p) k<j<jn(p) J>k

N =

Similarly, observe that E[¢;] = ¢; (e_“tcj -1+ m&cj) < %(mf)Qc;?. This inequality combined with
(209) entail:

(210) limsup E[|RPP|] < (xt) Z

p—00 .y k—>oo

Finally, we consider D*. Since a.s.  is not a jump-time of N;, a.s. v/’ (N;”<p) (bn(pyt)—1)+—

¢j(Nj(t)—1)4. Thus, forall k€N, as. D, "P (). These limits combined with (209) (and with the
convergence to 0 in probability of C? and d),(t)) easily imply (205), which complete the proof of
the lemma. ]

Lemma 6.6 Let o, 3€[0,00), k€ (0,00) and c €3 satisfy (190). Let an, by, € (0, 00) and w,, € E},
neN, satisfy (66), (C1)—(C3). Then,
weakly

—— (X7, A Y0)) 1o

n—oo [7 )

@I (G X oAb oY

bt’a

) tcio.00) in D([0, 00), R?).
Proof: without loss of generality (but with a slight abuse of notation), by Skorokod’s representation
theorem we can assume that the convergence in (203) holds true P-almost surely. We first prove
that ((4 X", L-Af" ) = ((X®, A)) a.s. in D([0, 00), R?) thanks to Lemma B.1 (iii) (a standard
result recalled in Appendix, Section B). To that end, first recall that by definition, the jumps of A
(resp. of A¥"") are jumps of X® (resp. of X®¥n): namely if AA; > 0, then AXP = AA; and if
AXP=0, then AA;=0. The same holds true with A" and X®¥".

Let t € (0,00). First suppose that AA; > 0. Thus, AXP = AA;. By Lemma B.1 (i), there
exists a sequence of times ¢, — ¢ such that 7 AA;", — AA;. Thus, for all sufficiently large n,
L AAm >0, which entails - AAT", = LAXPY" and we get LAXY — AAy = AXP.
Suppose next that AA; = 0; by Lemma B.1 (i), there exists a sequence of times t, — t such
that #AX;’:;: — AXp. Since AA; = 0, Lemma B.1 (i7) entails that 5 AAY", — AA; = 0.
In both cases, we have proved that for all ¢ € (0,00), there exists a sequence of times t, —
t such that 5 AXb W — AXP and EAAY,  — AAp: by Lemma B.1 (iii), it implies that
((ﬁX;’nw", = AW” )) — ((X?,4)) as. in D([O, o), R?). This entails (211), since the function
(r,a) ER?— (ac a,r—a) €R3 is Lipschitz and since X®"" — A" =Y¥» and XP - A=Y |

Recall that X™"» (resp. X¥) is an independent copy of XP¥" (resp. of X®). Recall from (197)
(resp. from (193)) the definition of y*¥" (resp. of v*).

Lemma 6.7 Let o, €0, 00), k€ (0,00) and c € (3 satisfy (190). Let a,,, by, € (0, 00) and wy, EE},
neN, satisfy (66), (C1)—(C3). Then,

212) (et o) (Xt Dieppoey) ——— (7, XT)  weakly on D([0,00), R)?

n—o0
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Proof: recall that Proposition 2.11 asserts that < X" — X* weakly on D([0, 00),R). Let 0 <
x1 < ... < x. Since v* is subordinator, it has no fixed time-discontinuity; thus, a.s. A%ﬁj =
... = A~z =0; a standard result recalled in Lemma B.3 in Appendix Section B, implies the joint
convergence:

(o Xp s p Ve -+ v o Yanm) = (XT3700 -0 75,)
Since the v**» are Lévy processes, Theorem B.8 (in Appendix Section B) entails that z-~5"" —~*,
which easily entails (212). |

Lemma 6.8 Let o, €0, 00), k€ (0,00) and c € {5 satisfy (190). Let ay,, by, € (0, 00) and wy, GE;,
n € N, satisfy (66), (C1)—(C3). Recall from (197) the definition of 6®"~. Then, the laws of the
processes (i@:ﬁ”)te[om) are tight on D([0, c0), R).

Proof: to simplify notation we set R}’ = é&};ﬁ” —t = é’yr’w" (Apr,); we only need to prove
that the R™ are tight on D(]0, 00), R). We use Lemma 6.2. To that end, first observe that for all
K, z€(0,00),

P(R} > K) =P (=" " (A" (bpt)) > K) <P (2™ > K) + P(%A;’)’:t > z) .

This easily implies that the laws of the R} are tight on [0, co) since it is the case of the laws of
Yans /bn and of Ay", [ay,.

Next, denote by .%; the o-field generated by the r.v. N (s) and 7" (A%") with s € [0,] and
j>1; note that N3 (t +--)—N3"(t) are independent of .7;. Fix £ € (0, 00) and recall from (199) the
definition of the times 7; (R"): clearly b, 7 (R") is a (.%;)-stopping times. Next, fix £ €N and set

Vze[0,00), g(@)=57""(an(z + o A" (b7 (R"))) — 7> (A" (by7i (R™))

Clearly, g has the same law as b—h};;j’."; we also set u. = inf{z € [0,00) : g(x) > ¢}. Then, the
definition of 7 (R") in (199) implies:

Tir1(R") = inf {t > 1 (R") + o= A" (bpt) — o= A" (b, 7 (R")) > ug}

n k() < P(bp7i(R") < bnz; A™ (byn + b7 (R")) = A™ (b7 (R™)) > apue)
< P(bnT,f, (R") < bpz; A" (bpn + by (R™))— A" (b
anby bros(wy)
o1(wn) a2oq (wy,
anby, bpos(wy
o1(wn) a2o1 (wy,
by (141) in Lemma 4.2 applied to the (.%;)-stopping time 1" = b, 7 (R") to to = bz, t = b,n and
a=ayy. Thus,

<y 'n(z+in)

+P(u. <vy)

IN

)
_ 1
v 'n(z+ ) ; +P (-l >e€)

Hm sup sup gn k(1) <y~ 'n(z + n)k(B + kos(c)) + P(yy>e) —— P(y>e) ——0,
n—oo keN n—0+ y—0+

which completes the proof by Lemma 6.2. ]

Lemma 6.9 Let o, 3€[0,00), k€ (0, 00) and c €3 satisfy (190). Let an, b, € (0, 00) and wy, EE},
n €N, satisfy (66), (C1)—(C3). Recall from (193) the definition of 6°. Then

(213) ((%Xb’w” 1 Avn L}/b‘in) 1 9b7wn 1 ruy, 1 Xr,wn)

bp- ? an “ by an )9 bn Zby 0 bn ’Yan. s an “Yby,-

— ((Xb7 Aa Y)7 Hbv 7r7 Xr)

n—oo

weakly on D([0, 00), R?) x D([0, 00), R)? equipped with the product-topology.
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Proof: by Lemmas 6.6, 6.7 and 6.8, the laws of the processes on the left hand side of (213) are
tight on D([0, 0), R?) x D([0, 00), R)?; we only need to prove that the joint law of the processes
on the right hand side of (213) is the unique limiting law: to that end, let (n(p))pyen be an increasing
sequence of integers such that

(( L xP¥n) 1 g% _1 Y”n<p>) L gP¥ne) 1 T¥np) 1 Xr:wnm))

An(p) ~ bn(p) 7 On(p) T bnp) ! Gnp) T On) /T bupy On(p) Y bn(p) (4P 7 Gn(p) T bn(p)-
b /
(214) ? ((X 7A7Y)7077r7Xr)'
p—)OO

Actually, we only have to prove that §’ = §°. Without loss of generality (but with a slight abuse
of notation), by Skorokod’s representation theorem we can assume that (214) holds true P-almost
surely. Since A has no fixed time of discontinuity, a.s. for all ¢ € Q N [0, 00), AA, =0, and thus
b"((p )) q /an, )y = Aq. Since 7" has no fixed discontinuity and since it is 1ndependent of A, a.s. for
allgeQn [0, 00), Ay*(Ay) =0, which easily entails that v**»®) (A"®) (by,(,)q)) /bp(p) = 77 (Ag);
thus, 0°%2®) (by,(,)q) /by () — 02 for all ¢ € Q N [0, 00). Therefore, 6’ = 9b Wthh completes the
proof. ]

Lemma 6.10 Ler o, 3 € [0,00), x € (0,00) and c € {3 satisfy (190). Let an,by, € (0,00) and
Wp, EE}, n €N, satisfy (66), (C1)—(C3). Recall from (193) the definition of 0°. Then
(215) Qn(l): ((LXb Wn 1 AW,L 1 YWn, bln 9bnvfn) Wy LX;)?;LWn)

an bn- 2 an ‘b, an ) bp ’}/an ) an

— ((X®,A,Y,6°),7%, X7)

n—oo
weakly on D([0, c0), R*) x D([0, 00), R)? equipped with the product-topology.

Proof: without loss of generality (but with a slight abuse of notation), Skorokod’s representa-
tion theorem allows to assume that (213) holds P-a.s. and to simplify notation, we set R" =
& (X Afn Yy ) and R=(X®, A,Y). Let a € (0, 00).

Suppose first that AR, # 0. By Lemma B.1 (i), there is s, — a such that R} = — R,_,
R? — R, and thus AR? — AR,. If AY, >0, then, by definition, AX? =AY, and AAa—O and
Lemma 5.4 (14i) asserts that A6 =0 and Lemma B.1 (i7) asserts that ;= A>¥ (b,,s,,) — AGE =0.

We next suppose that AR, # 0 but AY, =0; then, by definition, we get AX?=AA, >0. Since
~F is independent from R, it a.s. has no jump at the times A,_ and A,; therefore:

BT AR, ) = (Aan) and (A ) 7 (Aa)

Sn—

This implies that ;= A0 (b, s,,) = AG2 =~ (Ay) —v* (Aa—).

We finally suppose that AR, =0; by Lemma B.1 (7), there exists a sequence s}, — a such that
o AGP (by sy, ) — Ay, Since, AR, =0, Lemma B.1 (i) entails that ARY, — AR,

Then, we have proved that for all a € (0,00), there exists a sequence s/, — a such that
= AGP (b, s) — AGP and ARy, — AR,. By Lemma B.1 (iii), (R", £=60% (b)) — (R, 6°)
a.s. on D([0, 00), R*), which completes the proof. |

Recall next that for all ¢ € [0, 00) and all n €N,
(216) A r=inf {s€[0,00): 02 >t}, AP =inf{s€[0,00): 02>},

that AT""=¢— A" and that A} =¢—AP. We next prove that under the assumptions of Lemma 6.10
and with the notation Z,,(1) in (215), the following convergence holds true

Q17 2n(2)=(2a(1), AP, EATT) —— (X, A,Y,6°), 77, X7, A%, A7)

2
n n—00
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weakly on D([0, o), R*) xD([0, 00), R)% x C([0, 00), R)? equipped with the product-topology.

Indeed, without loss of generality (but with a slight abuse of notation), by Skorokod’s representation
theorem we can assume that the convergence in (215) holds P-a.s.; we fix ¢ € (0, 00); since 6° is
strictly increasing, standard arguments entail A®¥" (b, t) /b, — A?. Since AP is non-decreasing and
continuous, a theorem due to Dini implies that ﬁAZf” — AP uniformly on all compact subsets; it
entails a similar convergence for A*, which completes the proof of (217). O

Lemma 6.11 Let o, 3 € [0,00), £ € (0,00) and ¢ € {3 satisfy (190). Let an, by, € (0,00) and
Wy, EW neN, satisfy (66), (C1)—(C3). Then, the laws of the processes (= X®¥n (AZ ) )te(0,00)
and (& f X7 (A7) eelo,00) are tight on D([0, 00), R).

Proof. Fix t € [0, 00); then for all ¢, K € (0, c0), note that:

P<sup L |Xb“”(Abw”)|>K) <P( sup \X””|>K)+P( AP > ).

s€[0,t] s€[0,tg]

Then, deduce from (217) that

lim hmsupP< sup o |Xb"’"(Abw”)] > K) < limsup P (5 AbW" >tg) — 0.
K—00 n—oo s€[0,t] n—00 to—r00
By a similar argument lim g oo lim sup,,_, oo P (sup,epo ¢ [ X7 (A7) > anK) =0.
Next, recall from (24) that a.s. for all n €N and for all t € [0, c0)

(218) X=X, + XA
t

Recall from (144) that for all y € D([0, c0), R), w,(y,n) stands for the -cadlag modulus of conti-
nuity of y on [0, z]. Fix 21, z, 20,7, € € (0, 00) and recall Lemma 4.3: by (145), we easily get:

P(wzl( XbW"(Abw”) 77)>25) <P(wz+,7( Xg’",n)>5)+P(wZU( an".v",n) )
P (AP > 20) + P (AP < )

bn 21

By Lemma 2.2, X" has the same law as X®"» and X*"": by Proposition 2.11, the laws of the
processes 7 X, (or equivalently of - b’“f”) are tight on D ([0, 00), R). Consequently,

lim hmsupP(wzl( X" W"(Abw") n) > 2e)

n—=0 poco

< limsup P (7 A>T > zo)+11msupP( Ab“" < 29)

bn 21
n—»00

b,wn
— P(& A > z9) — 0,
2Z—00 20— 00

since the laws of the processes AZ:T” /by, are tight by (217). This proves that the laws of the processes

& XPwn ADEn are tight on D(|0, c0), R). We derive a similar result for the red processes
n bt ))t€[0,00) g p.
by a quite similar argument based on (146) in Lemma 4.3. |

Recall (218) and recall from (43) that X; = XP(AP) + X*(AF) for all £ € [0, 00).

Proposition 6.12 Let o, 3 € [0,00), £ € (0,00) and c € {3 satisfy (190). Let ay, by, € (0,00) and
Wy, EE}, neN, satisfy (66), (C1)—(C3). Recall from (217) the notation 2,,(2). Then

(219) 2,,(3) = (2,(2), & (X3n Xr:’sn LX)

Ab wn’

((Xbu A)Y7 eb)afyraXr7 Ab7Ar7 (XXba X[r\r7 X))7

n—oo

weakly on D(]0,00), R*) x D(]0,00),R)? x C([0,00),R)? x D([0, c0), R3) equipped with the
product-topology.
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Proof: we first prove the following

(220)  2,(3)=(2,(2), ﬁxzb“yn ) Xr:’yn)

——((XP,A,Y,0°),7%, X7, AP A", XRe, X3: ),
n—oo
weakly on D([0,0), R*) x D([0,00),R)? x C(]0, 00),R)? x D(]0, 00),R)? equipped with the
product-topology. Note that the laws of 2/ (3) are tight thanks to (217) and Lemma 6.11. We
only need to prove that the joint law of the processes on the right hand side of (220) is the unique
limiting law: to that end, let (n(p)),cn be an increasing sequence of integers such that

(221) i (3) —— ((XP,A,Y,6°), 97, X7, A%, A, Q°, QF)
p—o0

weakly on D([0, 00), R*) x D([0, 00),R)? x C([0,00),R)? x D([0,0),R)? equipped with the

product topology. Without loss of generality (but with a slight abuse of notation), by Skorokod’s

representation theorem we can assume that the convergence in (221) holds P-a.s. and we only need

to prove that Q® = XPoAP and Q7 = XToA~.

To that end, recall first from Lemma 5.4 (44i) that if AG° > 0, then AY, =0; thus, if AY, >0,
then AG2 = 0 and by Lemma 5.4 (ii), there exists a unique time ¢ € [0, 00) such that A} = a.
This implies that the set of time S; = {t € [0,00) : AY(AD) > O} is countable. We next set
So={6°_,0°a€[0,00): AB> >0} and S =51 USy; then S is countable. We next fix ¢ € (0, oo)\S
We first assume that (AXP)(A?) =0, then by Lemma B.1 (i), AX ") (AP¥n@) (b)) /an(p)
(AXP)(A})=0, since A>¥n®) (b, ;,)t) /by

We next assume that AXb(Ab) 0. Slnce t §Z S1, AY (AD) =0, AXP(AP)=AA(AD) >0, by
definition: we then set a = A? and we necessarily get AG® > 0 and ¢ € [®_, 6°]; since ¢ ¢ Sa, we
then get t € (6°_, 6). To simplify notation we set

a—’~a

RP=( 1 Xb’wn(p), 1 An) L y'n@ 1 va"’n(M) and R = (Xb,A,Y, 9b) .

“n(p) bn(p)' n(p) bn(p)" “n(p) bn(p)'7 bn(p) bn(p)'

By (221), R? — R a.s. on D(]0,00),R%). Since Af® > 0, a is a jump-time of R. By Lemma
B.1 (i), there is a sequence s, — a such that (R ,,Ré’p) — (Ra_, Ry): in particular, we get

XP¥n@) (sp)/any — X2 = XP(AP). It also implies that 6°¥n®) (b, sp—) /by — 05 and
052 ® (b () Sp) /by — 025 thus, for all sufficiently large p, we get

n(p) 0 @) (b sp—) <t < 3 - =0 ®) (b, sp)  and thus Az:::)(;’) = 5p,
which implies that X®*@) (A>¥2®) (b, 1)) [ty — X P(AP).

Thus, we have proved a.s. for all £ € [0, 00)\S that X>*r®)(AP# @) (by,,)1)) /() — XP(AD).
Since S is countable, it easily implies that Q® = XPo AP,

We next prove that Q* = X" oA*: to that end, set S3={t €[0,00): (AXT)(A])>0}. Lemma
5.5 (i) entails that a.s. Ss is countable and by Lemma B.1 (i7), a.s. for all ¢ € [0,00)\S3, we
get X5 @) (AT @) (b t) [an) — XT(AT); this easily entails that a.s. QF = XT o AT, which
completes the proof of (220).

We now prove (219): without loss of generality (but with a slight abuse of notation), Skorokod’s
representation theorem allow to assume that (220) holds P-a.s. By Lemma 5.5 (iii), a.s. for all
te[0,00), AQYAQ% =0, and Lemma B.1 entails:

(HX0m  LXxm ((QF QD)) efp00) -5 0nD([0, 00), R?).

an Abwn7 an Arw"))te[oyoo) N—00

which implies (219) since X" = X®¥n (AY¥") 4 XT¥n (AT"") and X; = XP(AP) + XT(A?). MW
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Recall from (32) the definition of the height process H"" associated with X" and recall from
(18) the definition of {"~ the definition of the height process associated with Y¥~. Recall from (34)
in Lemma 2.4 that H"» = H""0 §®¥~, Let o, 3, k, c satisfy (44) and recall from (45) the definition
of (Ht)ie[0,00)> the height process associated with X: H is a continuous process and note that (45)
implies that H is a measurable functional of X . Recall next from Proposition 2.7 that H = H o §°
and that H is continuous too: 7 is the height process associated with Y. Then, recall from (33) the
definition of the offspring distribution /i, and denote by (Z;")xen a Galton-Watson Markov chain
with initial state Z;" = | a, | and offspring distribution i, ; recall from (71) Assumption (C4):

(222) (C4): 3§ €(0,00), hmmfP(Z[’b 5/an] =0) > 0.

Proposition 6.13 Let o, 3 € [0,00), k € (0,00) and c € {3 satisfy (190). Let ay, by, € (0,00) and
Wy, 66}, neN, satisfy (66), (C1)—(C4). Recall from (219) the notation 2,,(3). Then,
(223) 2a(4)=(2u(3), s Hyr 52 H)

br? bn

— ((Xb’Aayvaeb)a’yraXraAbaAra (XR‘D,XXI’X)?H,H)?
n—oo
weakly on D([0,00), ) x D([0,00), R)? x C([0,00), E)? x D([0, 00), &) x C([0, ), )2
equipped with the product-topology.

Proof: we first prove that

(224) 2,,(4)=(2.(3), i~ H;")

Y bn

— 2'(4) = ((X°, A,Y,6°),7", X*,A° A", (XRo, X4r, X), H),
weakly on the appropriate product-space. By Proposition 2.12, the laws of the processes 32 Hyr i
are tight on C([0, 00), R). Then, the laws of 2/ (4) are tight thanks to (219). We only need to prove
that the law of 2’(4) is the unique limiting law, which is an easy consequence of (219), of the joint
convergence (72) in Proposition 2.12 and of the fact that H is a measurable deterministic functional
of X.

To complete the proof of the lemma, we use a general (deterministic) result on Skorokhod’s
convergence for the composition of functions that is recalled in Theorem B.5, in Appendix Section
B.1. Without loss of generality (but with a slight abuse of notation), Skorokod’s representation
theorem allows to assume that (224) holds P-a.s.: since §=H," — H a.s. on C([0, 00), R), since
= Hb’w" —6° a.s. on D([0, 00), R) and finally we since H = H 06" is a.s. continuous, Theorem B.5
(1) apphes and asserts that $= ’HW” — H, which completes the proof of the proposition. ]

Proof of Theorem 2.14. We only have to deal with the convergence of the sequences of pairs of
pinching times IT, . To that end, we denote by 2(4) the right member of (223) and thanks to
Skorokod’s representation theorem (but with a slight abuse of notation) we can assume without loss
of generality that (223) holds almost surely: namely, a.s. 2,,(4) — 2(4); next, we couple the IT;,
and II; as follows.
— Let R = ;1 0(t,,r,,u;) @ Poisson point measure on [0, o0)? with intensity the Lebesgue
measure dtdrdv on [0, 00)3. We assume that R is independent of .2(4) and of (2,,(4))nen:.
— We set Ky, = anby, /o1 (wy) and for all t € [0, 00) we set Z' = 24 (Y, — J;'™ ), where we recall
that J;'", =infe(o 5, Y. We then set S, = {(t,r,v) €[0,00)*:0<r <z} and 0<v < K}
and we define

P = § 1{(tl,m,ul)€Sn (ti,riyus) — E 5(tp,r” o)
i€l 1<p<pn

where the indexation is such that the finite sequence (t})1<p<p, increases. (Note that since
Z™ is eventually null, P, is a finite point process.)
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— Forall t€[0, 00), for all r €R and for all z€D([0, c0),R), we set

(225) 7(z,t,r)=inf {s€[0,1] : iI[lf | z(u) >r} with the the convention that inf () =oo.
ue|s,t

Then, we set

226) 3T, = ((s},13)), 2 op, Where b =7(Z",2,17), 1 <p < py.

Thanks to (15) and (16), we see that conditionally given Y¥», ;LTI has the right law. By conve-
nience, we set (s, 1)) =(—1,—1), for all p>py,.

Similarly, we set Z7° =Y; —J;, where .J; =inf (o 4 Vs and we also set S= {(t,7,v) €[0,00)?:
0<r<Z and 0<v < k}; then we define:

P = Z 1{(tl,n,ul)€S}5 (ti,risui) — Z 0 (tp,Tpsvp)>

i€l p>1
where the indexation is such that (¢,),>1 is increases. Then, set
(227) I = ((sp,tp)) 5, Where sp=7(Z 1,,7,), p=>1,

It is easy to check that IT has the right law conditionally given Y.

First observe that x,, — « > 0, by the last point of (66). Next, we prove that Z" — Z°
a.s. in D([0,00),R): indeed, since Y has no negative jumps, J is continuous and by Lemma B.3
(@), (@ Jy")te(0,00) = (Jt)ic[0,00) @8- in C([0,00),R). Since J is continuous, Y and J do not
share any jump-times and by Lemma B.1 (iii), (2 (Y7}, J5"))te0,00) = ((Yes Jt))ic[0,00) @S- in
D([0, 00), R?), which entails that Z" — Z* a.s. in D([0, 00), R)

Let us fix a, b, c€ (0, 00) such that

b>2 sup sup Z and c¢>2 sup Ky .
neNU{oo} s€[0,a] neNU{oo}

We introduce > 1 ;< n O(er v ) = Doier Lti<a;ri<b;ui<c}O(trsu;)> Where (1])1<i<n increases;
here, IV is Poisson r.v. with mean abc; note that conditionally given N, the law of the r.v. (t;, 7, u])
is absolutely continuous with respect to Lebesgue measure. Therefore, a.s. foralll€{1,..., N} (if
any), AZZS =0, U] # Koo, and r; # Z%?, and if r} < t* , then we get 7(Z°°, t/, r/—) =7(Z°,t},r})
since, by Lemma B.3 (iv), © — 7(Z%,tf,r) is rlght continuous and has therefore a countable
number of times of discontinuities. Since AZ® =0, Lemma B.1 (74) entails that Z" — Zf? , and
for all sufficiently large n, u; # kn, u] # Ky, and ] # th, and when r; < th*’ by Lemma B.3
(iv), T(Z",tf, 7)) = 7(Z°°,t;, 7). This proves that if ¢, < a, then (s}, ;) — (sp, tp). Since a can
be arbitrarily large, we get ;~II, — Il a.s. in (R?)N"equipped with the product topology. This,
combined with the a.s. convergence 2,,(4) — 2(4), entails Theorem 2.14. [ |

6.2 Proof of Theorem 2.15 and proof of Theorem 2.16

Let o, B €0, 00), k € (0,00) and ¢ = (¢;);>1 € £3. Recall that ¢ satisfies (190). Recall from (39)
the definition of Y'; recall from Proposition 2.7, the definition of H, the height process associated
with Y; recall the notation, J; =inf,c[g4) Vs, £ €[0,00). Lemma 5.6 (v) in Section 5.2 asserts that
the excursions of H above 0 and those of Y'—.J above 0 are the same. As recalled in Proposition 5.8,
Proposition 14 in Aldous & Limic [4] asserts that these excursions can be indexed in the decreasing
order of their length. Namely,

(228) {tef0,00) : Hy > 0} = {te[0,00) : Yy > T} = | (U, me)
k>1
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where the sequence (i, =}, — ry, k> 1, decreases. Moreover, the sequence ((j)x>1 appears as the
law of a version of the multiplicative coalescent at a fixed time: see Theorem 2 in Aldous & Limic
[4] (recalled in Proposition 5.9). In particular, it implies that a.s. ) k>1 C,% < 0o. We then recall
from (59) in Section 2.2.3 the definition of excursion processes of H and Y — J above 0:

(229) Vk>1, Vie [07 00)7 Hk(t) = ,H(lk—i-t)/\rk and Yk(t) = Yv(lk-i-t)/\rk —Ji

e

Recall from (46) and (47) the definition of IT= ((s,, tp))p>1: namely, conditionally given Y, let
(2300 P= Zd(tpvyp) be a Poisson pt. meas. on [0, c0)? with intensity Kl{o<y<vi—J,} At dy
p>1

and set

(231) = ((sp,ltp))p>1 where s, =inf {s€[0,¢,] : i[nf ]Yu—Ju >ypt, p>1.
= u€E|(S,tp
Let ay,, b, € (0,00), and w,, € 6}, n € N, satisfy (66) and (C1)—(C4). Recall from (13) the
definition of Y¥»; recall from (18) the definition of H"", the height process associated to Y.
Recall from (15) and (16) the definition of IT,, . For all ¢ € [0,00), to simplify notations, we
introduce the following:

(232) Y\ i=2LyEe o g i=inf VY, HW .= dngin

1
an < bpt? s€[0,4] b Vbt

1
and II™ .= 5, = ((55,15)) 1<y

Recall from Section 2.2.2 that the excursion intervals of Y (™) — (™) above 0 are the same as the
excursions intervals of (™) above 0; let du, stands for the number of such intervals. Namely,

(233) {tef0,00) : H{" >0} = {te0,00) : ;"' >} = | (F,rp)
1<k<quy,
where the indexation is such that the (;' := r}! — [}’ are nonincreasing and such that I <[}l if
Cp =(jyq (within the notation of Section 2.2.2, Ij = 13" /by, v}l =7}" /by and (i = (" /by).
6.2.1 Proof of Theorem 2.15.

We keep the previous notation. By Theorem 2.14, we get

(234) (YO 7™ Iy — (v, H,I)

n—oo
weakly on D([0,00),R) x C(]0,00),R) x (R?)N", equipped with product topology (recall that
here we use the following convention: the finite sequence I = ((ng tZ)) 1<p<pn is extended by
setting (sy, ;) = (—1, —1) for all p > py,). Thanks to Skorokod’s representation theorem (but with
a slight abuse of notation) we can assume without loss of generality that (234) holds P-a.s. We first
prove the following lemma.

Lemma 6.14 We keep the previous notations and we assume that (234) holds a.s. Then, for all

k,n> 1, there exists a sequence j(n,k)€{1,...,q,} such that
(235) P-as. forall k>1, iy i) — (e, 7).
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Proof. Fix k>1 and let tg € (I, r); note that I, =sup{t € [0, to] : H¢ =0} and ry, =inf{t € [to, 00):
H,;=0}. For all n > 1, set y(n) =sup{t € [0,%9): H{” =0} and §(n) =inf{t € [ty,00) : H"” =0}.
Let g and r be such that [ < ¢ < tg < r < 1. Slnce inf;cpqr) He > 0, for all sufﬁ01ently large
n, we get infyg H™ > 0, which implies that y(n) < ¢ and r < §(n). This easily implies that
lim sup,,_, . Y(n) <l and 7, <lim inf,,_, 6(n).

Let ¢ and r be such that ¢ < [}, and 7, < r. Since H;, = H,, = 0, (179) in Lemma 5.6
(iv) implies that J, > J;, > J,.. Since J is continuous, Lemma B.1 (iii) entails that J™) — .J
a.s. in C([0, oo) R). Thus, for all sufficiently large n, J3* > Jis (") > J\™; by definition, it implies
that Y™ — (and thus H (" ) take the value O between the times ¢ and ¢y and between the
times tg and r: namely, for all sufficiently large n, y(n) > g and §(n) < r. This easily entails
liminf, o v(n) > and 7, > limsup,,_, ., d(n), and we have proved that lim,,_,~, v(n) =1; and
lim;, 00 6(n) =7%.

Let ng > 1 be such that for all n > nyg, Hég) > 0. Then, for all n > ng, there exists j(n, k) €
{1,...,dy, } such that v(n) = 1% and o(n) = Ty for all n <y, we take for instance
j(n,k)=1. Then, (235) holds true which completes the proof. |

We next recall from Proposition 2.17, Section 2.3.4 (this result an immediate consequence of
Proposition 7 in Aldous & Limic [4]) that Y7, ;o (C)* = > "j>1(Cr)? weakly on [0,00) as
n— 00. We use this result to prove the following joint convergence.

Lemma 6.15 We keep the previous notations. Then

@36)  2,(5)= (Y, MO I, YT (()?) —— 20)= (VALY (G)?)

lgkngn k‘Zl
weakly on D([0, 00), R)? x C([0, 00), R)?x?(R?)N"x [0, 00), equipped with product topology.

Proof. The laws of the 2;,(5) are tight by (234) and the weak convergence ;g (¢r)?
> >1(Ck)?. We only need to prove that the law of 2(5) is the unique limiting law: to that end,
let (n(p))pen be an increasing sequence of integers such that Drp)(5) = (Y, H, 11, Z) weakly.
Actually, we only have to prove that Z = Y, ;((x)?. Without loss of generality (but with a
slight abuse of notation), by Skorokod’s representation theorem we can assume that 2, (5) —
(Y, H,II, Z) holds true P-a.s. Then, by Lemma 6.14, observe that for all [ > 1,

(237) Z— >z D et —— D ()

n— 00 n—00
1§]€§an 1<k<l 1<k<I

n(p)

Set 7' = ZkZl(Ck)2; by letting [ go to oo in (237), we get Z > Z', which implies Z = Z' a.s. since
Z and Z' have the same law. This completes the proof of the lemma. ]

Without loss of generality (but with a slight abuse of notation), by Skorokod’s representation
theorem we can assume that (236) holds true a.s. on D([0,00),R)? x C([0, 00), R)x?(R%)N"? x
[0, o), equipped with product topology. We next prove the following.

Lemma 6.16 Assume that (236) holds true almost surely. We keep the previous notations. Then,

(238) P-as. forallk>1,  (I1,1}) ——— (I, 73)-
n—o0

Proof. Let € € (0, 00) and k. be such that (;, >¢ forall ke {1,..., k.} and (; <e for all k> k.. Let
kL >k, besuchthat ), (Cr)? <€2/3. Let ng > 1 be such that for all n.>ny,

@39) | D@ D@ <3 Y [(Gn) (G < /3

1<k<du, k>1 1<k<K.

and max
1<k<k.

k= Jn(n’k)’ < 1£I]l€1<nk/ ’E Ck|
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Set S, ={1,...,qu, }\{j(n,1),...,75(n, kL)}; then the previous inequality imply for all n > ng,
that ), g (¢f)* < €. Thus, for all n > ny, if k € Sy, then }’ < e; the last inequality of (239)
implies for all k € {k. + 1,... KL}, Ci(n,k) < € and that for all k € {1,...,ke}, Cin,) > €- This
implies that for all sufficiently large n, j(n,k)=Fk, forall ke {1,..., k.} and (235) in Lemma 6.14
implies (I, 7)) = (Ix, &) a.s. forall ke {1,..., k.}, which entails (241) since € can be choosen
arbitrarily small. ]

Recall from (229) the definition of the excursions Hy, and Y, of resp. H and Y —J above 0. We
define the (rescaled) excursion of Y () — J(") and of H(™ above 0 as follows:

(240)  Vk>1, Vt€[0,00),  H"(t)=H)

(n) — v (n)
=Hprynrp and Y, (t) =Y —le.

T (pnry

As an immediate consequence of (236), Lemma 6.16 and Lemma B.4 (iii) in Appendix Section B,
we get the following result.

Lemma 6.17 Assume that (236) holds true almost surely. We keep the previous notations. Then,

(241) P-a.s. forall k>1, (Yo 1 ) — (Yo, Hie, b, 7 ) -

in D([0, 00),R) x C([0, o), R) x [0, c0)2.

Recall from (230) and (231) the definition of IT = ( (Sp, tp))p>1 and recall from (232) the notation

I = ((s2, 1)) . We next prove the following.

1<p<pn

Lemma 6.18 Assume that (236) holds almost surely. We keep the previous notations. Then, P-
a.s. for all p > 1, there exists k > 1 such that I}, < s, <1, < 1, and for all sufficiently large n,
lp<sp <ty <riand (I}, sy, t5, 1) = (L, Sps tp, Tk)-

Proof. By Proposition 5.8 (i), P-a.s. for all p > 1, Y; > J;, and there exists £ > 1 such that
tp € (Iy, ). By Lemma 5.6 (74i), we get Y;, —.J;, =0; recall that y, € (0, Y;, —J; ) and recall from
(231) that s, = inf {s € [0, 1] : infye(,) Yu—Ju > yp}s thus, we get I, < s, <1, <7} and the
proof is completed by (236) that asserts that (s}, ;) — (sp, t,) and by Lemma 6.16 that asserts that
(lZarz)%(lkﬂ“k)' [ |

Recall from (60) that for all k> 1,

II, = ((s];, tl;)) L<p<p, Where (tl;)lgpgpk increases and where

the (I, + 5];, I + t’;) are exactly the terms (s,/, t,y) of IT such that t,y € [Ix, 7],

and similarly recall from (56) the definition of the sequence of pinching times (II})i<x<q,,:
namely, in their rescaled version,

%HZ" _ ((Sn,k tn,k

n,k :
oty ))1 e where (t,"")1<p<pp increases and where

the (1}, + 327'“, Iy + tg’k) are exactly the terms (s, ) of 1™ such that ty € (L5, g -

Thus, Lemma 6.18 immediately entails that

P-as.forallk >1, ;-IL" —— II4.

n—oo

This convergence combined with Lemma 6.17 implies Theorem 2.15. ]
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6.2.2 Proof of Theorem 2.16.

Keep the previous notation and recall that ( AN mZ"), 1<k <qy,, stand for the con-
nected components of the w,-multiplicative random graph G, . Here, d;" stands for the graph-

Wn Wn

metric on G}, my" is the restriction to Gy of the measure my, = > 5, wé”) d;, oy is the
first vertex of G that is visited during the exploration of G, , and the indexation is such that
mi*(G) > . > m (0% ).

Next, recall from (240) that H;ﬂ") (+) stands for k-th longest excursion of H"" that is rescaled in
time by a factor 1/b,, and in space by a factor a,, /b,,; recall that ;LTI = ((sg’k, tg’k); 1<p<p})
is the (1/by,-rescaled) finite sequence of pinching times of H{"’. Then, for all k € {1,...,qq,} the
compact measured metric space

Gy = (Gy fdi o prmoy”)
is isometric to G (H;cm, el § B ‘;ﬁ), the compact measured metric space coded by H;:) and the
pinching setup (11", =) as defined in (53).
Then recall from (229) that Hi(-) stands for k-th longest excursion of # and recall from (60)
that IT;, = ((s’;, t’;); 1 <p<py) is the finite sequence of pinching times of Hy. Then, for all k> 1,
the compact measured metric space

Gy, = (G, dy, 0k, my,)

is isometric to G(Hg, I, 0) that is the compact measured metric space coded by Hy, and the pinching
setup (II, 0) as defined in (53).

Without loss of generality (but with a slight abuse of notation), by Skorokod’s representation
theorem we can assume that the convergence in Theorem 2.15 holds almost surely. Namely a.s. for
all k>1, (Hy”, ¢, =TI ) — (H, G, TIi) on C([0, 00), R) x [0, 00) x (R2)N". We next fix k> 1;
then for all sufficiently large n, -II;" and II; have the same number of points: namely, p} = px
and

(242) Vi<p<pi=pr, (spP"t0F) —— (shth).

n—oo

Recall from (63) the definition of the Gromov-Hausdorff-Prohorov distance d gp. We next apply
Lemma 2.10 with (h, h') = (Hg, H"), (ILII') = (IT), £ II"), (¢,€') = (0, a,/by) and 6 = 6, =
mMax|<p<p, |s’;—sg’k] v ]t’;—tg’k\. Then, by (65),

243)  Scup(Gy, GYY) < 6(pr + 1) (|[Hp—H\" ||so + ws,, (Hy)) + 3anpr/bn + [C— L,

where ws,, (H) = max{|Hx(t) —Hg(s)|; s,t € [0,00) : |s—t| < 0y }. By (242), 6, — O; since Hy, is
continuous and since it is null on [(j, 00), it is uniformly continuous and ws, (Hx) — 0; recall that
ay, /by, — 0. Thus, the right member of (243) goes to 0 as n— 0. Thus, we have proved that a.s. for
all k>1, dqup(Gy, G}”') — 0, which implies Theorem 2.16. u

6.3 Proof of the limit theorems for the Markovian processes.

6.3.1 Convergence of the Markovian queueing system: the general case.

We say that R-valued spectrally positive Lévy processes (Rt)te[o,oo) with initial value Ry = 0 is
integrable if for at least one t € (0,00) we have E[|R;|] < co. It implies that E[|R;|] < oo for
all t € (0, 00). We recall from Section B.2.1 in Appendix that there is a one-to-one correspondence
between the laws of R-valued spectrally positive Lévy processes (Rt)te[o,oo) with initial value Ry =
0 that are integrable and triplets («, 3, 7), where a € R, 5 € [0, 00) and 7 is a Borel-measure on
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(0, 00) such that f 7(dr) (r Ar?) < co. More precisely, the correspondence is given by the
Laplace exponent of spectrally positive Lévy processes: namely, for all ¢, A € [0, c0),

(244) E[e M) =eass) | where o 5.(\) = X+ 3 A2 + / (7" =1+ i) m(dr).
(0,00)

Concerning the convergence of branching processes, we rely on a result due to Grimvall [27],
that is recalled in Theorem B.11: this result states the convergence of rescaled Galton-Watson pro-
cesses to Continuous State Branching Processes (CSBP for short). Namely, recall that (Z;).e(o,o0) i
a conservative CSBP if it is a [0, co)-valued Feller Markov process obtained from spectrally positive
Lévy processes via Lamperti’s time-change, the law of the CSBP being completely characterised
by the spectrally Lévy process and thus by its Laplace exponent that is usually called the branch-
ing mechanism of the CSBP, which is necessarily of the form (244): see Section B.2.2 for a brief
account on CSBP.

Let w,, €/, n €N. Define the law Uy, and py, by setting:

(w;n))k+1 _w](‘n)

24 = K AAN
(243) Van o1(wy,) k! ¢

(M, and VEEN, ,uwn(k:):z

j>1

Recall from Section 4.1.2, the definition of the Markovian LIFO-queueing system associated with
the set of weights wy,: clients arrive at unit rate; each client has a type that is a positive integer;
the amount of service required by a client of type j is w}"); the types are i.i.d. with law v . If one
denotes by 7;* the time of arrival of the k-th client in the queue and by J}! his type, then the queueing
system is entirely characterised by:

(246) L= S(rp.3

k>1

that is a Poisson point measure on [0, 00) x N* whith intensity ¢ ® 14,,, where ¢ stands for the
Lebesgue measure on [0, co). Next, for all j € N* and all ¢ € [0, c0), we introduce the following:

(247) Ni"()= Lpmpepigpmyy and  XP"=—t4) w1 (r)=—t+)_ wi” N (t).
E>1 E>1 j>1

Observe that (/V;™);>; are independent homogeneous Poisson processes with rates w;’”/ o1(wp)

and X"~ is a cadlag spectrally positive Lévy process.
Let ay, b, € (0,00), n €N be two sequence that satisfy the following conditions.

b wi™
— —— foel0,00), and sup
an n—00 neN Qn

bn
(248) ap, and — —— o0,

Ay N—00

< o0.

It is important to note that these assumptions are weaker than (66): namely, we temporarily do not
assume that “’E ny R E (0, 00), which explains why the possible limits in the theorem below are
more general.

Theorem 6.19 Let w, € E} and ay, by, € (0,00), n €N, satisfy (248). Recall from (247) the defini-

tion of X}, recall from (245) the definition of pi, and let (Z\")en be a Galton-Watson process
with offspring distribution p, and initial state Z(()") = |an|. Then, the following convergences are

equivalent.
o (I) ( L Zfznt/anj)te[o o) (Zt)t€[0,00) Weakly on D([0, 00), R).

b (II) (%X;:lt)tem,oo) (Xt)tE[O,OO) Weakly on D({07 OO): R)

76



If (1) or (1) hold true, then Z is necessarily a CSBP and X is an integrable (o, 3, 7)-spectrally
positive Lévy process (as defined at the beginning of Section 6.3.1) whose Laplace exponent is the
same as the branching mechanism of Z. Here (v, B, ) necessarily satisfies:

(249) B> Py and Frye(0,00) such that w((rg,o0))=0,
which implies f(o 00) r? 7(dr) < oo. Moreover, (1)< (1) < (I1labc) < ((I11a)&(IV)) where:
bn i g2 (Wn)
o (M) o= (1 > (Wn)) — a

o () L oslim) g / r? m(dr).
©

(an)? o1 (wn 00)

~—

(n)
J

o () n0m 5"
a

O'l(wn) i>1 n

vanishing in a neighbourhood of 0.

f(w§")/an) —>/(Of(r)) w(dr), for all continuous bounded f:[0,00) >R

(n)
o (IV) U‘j’(ls") S (et A an) — vapa(N) — @), for all A€ (0,00),

ji>1

where Y g  is defined by (244).

Proof. We easily check that (X;", /ay) is a (an, B, m,)-spectrally positive Lévy process where

(n)
an:7<1_02(w )), 671:0 and T = ¢ J (n) .
an o1(wy) o1(wy) = ay, w; /on

We immediately see that 3, + [ 1?7, (dr) =byos3(w,)/aZ01 (w,). Then, Theorem B.9 implies that
(II) < (I1Iabc). We then apply Lemma A.3 to A} = (X" — X" ) /a, and g, = | by,]: it shows that
the weak limit X} — X is equivalent to the convergence of the Laplace exponents 9y, 3,, r,, (A) =
Ya,p,x(A), for all A € [0,00). Then note that the left member in (IV) is 9q,, g 7, (A) —anA. This
shows that (IT) < ((IITa)&(IV)).

It remains to prove that 5 > f and that (I) < (IIlabc). Let ((;')ren be a sequence of
i.i.d. random variables with law p as defined in (245). By Theorem B.11, (I) is equivalent to
the weak convergence on R of the r.v. Ry, := & > <k<|bn] (C};‘ — 1). We next apply Lemma A.3

to A% :=a, 1 (¢ — 1): it asserts that (I) is equivalent to

(250) I eC([0,00),R):  %(0)=0 and VYAE[0,00), Ly(N):=E[e Mn] —— VO,

n—oo

Let (W}!)ren be ani.i.d. sequence of r.v. with the same law as wg’llﬁ), where J7 has law v, . Namely,
for all all measurable function f: [0, co) — [0, 00),

E[f(Wi)] =

> wi” fw”).

o1(#n) 7

Note that for all k€N, py, (k) =E[ (W])*e=W1'/k!], which implies:

(251)  Ln(\) = eMonl/on (B[em 2 /an]) o) — Mlon)/an (B exp (— W7 (1 — e Man))]) 1),

We next set ST =g 31 <p< (b, (W —1) and £,,(\) =E[exp(—AST)]. By (251), we get:
YAE[0,00),  Ln(an(1—e %)) = Ly(\) exp ([ba) (1—e ™) =X|b,]/ay)

Since [ by (1 —e‘A/“") —Abnl/an + tbpa,2A2=0(bya,, ) — 0, then (250) is equivalent to

(252) FoeC([0,00),R) :  ¥o(0)=0 and VAE[0,00), lim Ln() =¥
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and if (250) or (252) holds true, then /() =g(\) + 3 BoA?, for all A €0, 00).

Next, by Lemma A.3 applied to A? := a, }(W}* — 1), we see that (252) is equivalent to the
weak convergence ST — 571 in R and Theorem B.10 asserts that is equivalent to the conditions
(Rw3abc) with £ = W{* —1: namely, there exists a triplet (a*, 8, 7*) such that §*, o* € [0, 00),
such that there exists ¢ € (0, 00) satisfying 7*([ro, 0)) =0 and such that the following holds true

?E[gﬁ:b”(ml>—> L - b’“’?’(wn)—b"("2("”)):5@/7«27%(@«)

an \o1(wn) an _Q%UI(Wn) az \o1(wy) (0,00)

and  b,E[f(€]/an)] = “”b”)zwj Pl jan) = [ $er)a(dr),

g1 (w” i>1 (0,00)

for all continuous bounded f : [0, o0) — R vanishing in a neighbourhood of 0. It is easy to see that
these conditions are equivalent to (IIlabc) with « = a*, =y + * and 7 =7*. This completes
the proof of the theorem. ]

We next recall from Section 4.1.2 that the Markovian w,,-LIFO queueing system governed by
2, induces a Galton-Watson forest T, with offspring distribution iy, : informally, the clients are
the vertices of T, and the server is the root (or the ancestor); the j-th client to enter the queue is a
child of the i-th one if the j-th client enters when the ¢-th client is served; among siblings, the clients
are ordered according to their time of arrival. We denote by H;” the number of clients waiting in
the line right after time ¢; recall from (32) how H"" is derived from X: namely, for all s <%, if one

sets I ™" = inf, ¢, y X7, then:

(253) Hin=#{se0,t] : I]™" <I/™"}.

We recall from Section 4.1.2 that X~ and H"" are close to respectively the Lukasiewicz path and
the contour process of Ty, . Therefore, the convergence results for Lukasiewicz paths and contours
processes of Galton-Watson trees in Le Gall & D. [21] (and recalled in Appendix Theorem B.12,
Section B.2.3) allow to prove the following theorem.

Theorem 6.20 Let X be an integrable («, 3, 7)-spectrally positive Lévy process, as defined at the
beginning of Section 6.3.1. Assume that (249), that o > 0 and that [*° dz /v 5.x(2) < 00, where
Vo, B,x IS given by (244). Let (Ht)te[(],oo) be the continuous height process derived from X as defined
by (45).

Let w,, € E} and ay, b, € (0,00), n € N, satisfy (248). Let (Z;in))ke?N be a Galton-Watson
process with offspring distribution iy, (defined by (245)), and initial state Z(()") = |lan|. Assume
that the three conditions (I11abc) in Theorem 6.19 hold true and assume the following:

(254) 36€(0,00), liminf P (2} =0)>0.

n— 00 [bnd/an]|

Then, the following joint convergence holds true:

(255) (GEXarrco e (ZHimieo00) ) —— (X, H)

n—oo
weakly on D([0, 00),R) x C([0,00),R), equipped with the product topology. We also get:

*© dz
(256)  Vtel0,00), lim P(Z(,, =0)=e """ where / O R
[ ) e ( lbnt/an] ) o(t) Ya, 8,7 (2)

Proof. Recall from Section 4.1.2 the definition of the Lukasiewicz path, the height and the contour
process of Ty, , that are respectively denoted by (VkT"")keN, (thtZ"") ren and (CF )tel0,00). We
first assume that (ITTabc) in Theorem 6.19 and that (254) hold true. Then, Theorem B.12 applies
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with p, := py,: namely, the joint convergence (302) holds true and we get (256). Now recall
from (119) the notation N* () =3, 1o,4(7;) that is a homogeneous Poisson process with unit
rate. Then, by Lemma B.6 (see Section B.1 in Appendix) the joint convergence (302) entails the
following.

2,(6) = (ZVE(N), fHght™e(NFn), $C) — (X, H, (Hypo)iefn )
weakly on D([0, 00),R) x C([0,00),R)? equipped with the product topology. Here X is an in-
tegrable (o, 3, 7)-spectrally positive Lévy process (as defined at the beginning of Section 6.3.1)
and H is the height process derived from X by (45). By Theorem 6.19, the laws of the processes
aw Xy are tight in D([0, 00),R). Thus, if one sets 2,,(7) = (a5 X;", Zn(6)), then the laws of
the 2,(7) are tight on D([0, ), R)? x C([0,0),R)2. Thus, to prove the weak convergence
2n(7) = (X, X, H, H.j5) := 2(7), we only need to prove that the law of 2(7) is the unique
limiting law: to that end, let (n(p)),cn be an increasing sequence of integers such that

(257) L) (7) ZH—OO> (X, X,H,H ).

Actually, we only have to prove that X’ = X. Without loss of generality (but with a slight abuse of
notation), by Skorokod’s representation theorem we can assume that (257) holds P-almost surely.
We next use (121) in Lemma 4.1: fix &,y € (0, 00), set [;™ =inf (o 1 Xi; by applying (121) at
time b, t, with a =a,e and x =a,y we get

1 1L 1 w W aln (Xb t Ig]nt)
P(WVng(bnt)—ﬁX | >2e) <1 (&L >y) +E LA 2
By Lemma B.3 (i), - ( ( b:((;)t I Z:(Z’;t) — X1 - Z:(;”))t — I} almost surely, where we
have set I} =inf (g4 X;. Thus
T
“n(p) 1 Wn(p) < i ¢
lim sup P (| 5=V o )~ T Xy 0| >2e) <P(-I;>y/2) —=0

pP—o0

and (257) entails that for all ¢ € [0, c0) a.s. X[ =X} and thus, a.s. X' =X.

We have proved that 2,,(7) — (X, X, H, H. ;) := 2(7), weakly on D([0, 00), R)?x C([0, 00), R)?.
Without loss of generality (but with a slight abuse of notation), by Skorokod’s representation theo-
rem we can assume that the convergence holds true P-almost surely. We next recall from (125) and

(126) that:
MY (t)=2N""(t)— H;™, C]T/}’;‘n(t):Ht"’" and s1[10pt]H;’"§1+ S%pt}thtﬁTn(s).
se|0, se|0,

Then, we fix t, e € (0, 00), and we apply (127) at time b, t, with a=b,¢ to get

P(sup\

MWn — 2] > 25) <1 16t ( + sup —tht N¥(bns) > ean>.
s€(0, t?

s€(0, t]

Since §2Hght™(N¥(b,')) — H as. in C([0, 00), R), it easily entails that 3t My" tends in prob-
ability to the identity map on [0, 00) in C([0,00),R). Since H;" = CTen (M (t)), and since
CTen (by,+) — H(-/2) as. in C([0,0),R), Lemma B.6 easily entails the joint convergence (255)
weakly in D([0, 00),R) x C([0,00),R) equipped with the product topology. This completes the
proof of the theorem. u

As explained right after Theorem 2.3.1 in Le Gall & D. [21] (see Chapter 2, pp. 54-55) As-
sumption (254) is actually a necessary condition for the height process to converge. The following
proposition provides a practical criterion implying (254).
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Proposition 6.21 Let X be a an integrable («, 8, m)-spectrally positive Lévy process, as defined
at the beginning of Section 6.3.1. Assume that (o, 3,m) satisfies (249), that o > 0 and that
2 dz/vap.x(2) < 00, where 1o 5. is given by (244). Let H be the continuous height process
derived from X by (45). Let w, EE; and an, by, € (0,00), n €N, satisfy (248). Recall from (247)
the definition of X" and denote by 1, the Laplace exponent of (G%LX bt)tel0,00)° namely, for all
A€]0,00),

(n) n
(258) ba(N)="n (1- 72(n) A+ Gnbn S5 (e a1 4w ay)

_an Jl(wn) > an

We assume that the three conditions (111abc) in Theorem 6.19 hold true. Then, (254) in Theorem
6.20 holds true if the following holds true,

and\
259 lim limsu =0
( ) Y—0 n—>oop/y ¢n(A)

To prove Proposition 6.21 we first prove a lemma that compares the total height of Galton-
Watson trees with i.i.d. exponentially distributed edge-lengths and the total height of their discrete
skeleton. More precisely, let p € (0,00) and let i be a (sub)-critical offspring distribution whose
generating function is denoted by g,,(r) =Y,y #(1)r!. Note that g,,([0, 1]) C [0, 1]; let gzk be the
k-th iterate of g,,, with the convention that gZO (r)y=r,re€]0,1]. Let 7: Q2 — T be a random tree
whose distribution is characterised as follows.

— The number of children of the ancestor (namely the r.v. k(7)) is a Poisson r.v. with mean p;

— Forall/>1, under P(- | kg (7)=1), the [ subtrees 0}, ..., T stemming from the ancestor
& are independent Galton-Watson trees with offspring distribution .

We next denote by Zj the number of vertices of 7 that are situated at height k£ 4+ 1: namely, Z; =
#{ueT:|u|=k+ 1} (see Section 4.1.1 for the notation on trees). Then, (Zj)ren is a Galton-
Watson process whose initial value Zj is distributed as a Poisson r.v. with mean p. We denote by
I'(7) the total height of 7: namely, I'(7) = maxye, |u| is the maximal graph-distance from the root
@ and we get (I'(1) — 1)y =max{k €N : Z; #0}, with the convention that max ) =0. Thus,

(260) P(I(1) < k+1)=P(Z,=0)=exp (- p(1-g"(0))) .

We next equip each individual u of the family tree 7 with an independent lifetime e(u) that is
distributed as follows.

— The lifetime e(@) of @ is 0.

— Conditionnaly given 7, the r.v. e(u), u € 7\ {@} are independent and exponentially distributed
r.v. with parameter g € (0, 00).

Within our notation the genealogical order on T is defined as follows: a vertex v € 7 is an ancestor
of u € 7, which is denoted v < w, if there exists v’ € U such that u = v * v’; < is a partial order
on 7: it is the genealogical order. For all u € 7, we denote by ((u) =), -, e(v), the date of
death of u; then, ¢ (ﬁ) is the date of birth of u (recall here that % stands for the direct parent of ).
For all £ € [0, 00), we next set Z =3, c 1\ 1o} Lic(@).¢(w)) (£)- Then (Z¢)ie(o,00) 18 @ continuous-time
Galton-Watson process (or a Harris process) with offspring distribution y, with time parameter ¢
and with Poisson(p)-initial distribution. We denote by I' = max, e ((u) the extinction time of the
population; then I' = max{¢ € [0, 00) : Z; # 0}. Standard results on continuous-time GW-processes
imply the following. For all ¢ € (0, 00),

1
d
(261) P(I'<t) =P(z,=0) = e ® where / " = qt.

r(t) gu(l—T)—l +7r
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For a formal proof, see for instance Athreya & Ney [5], Chapter III, Section 3, Equation (7) p. 106
and Section 4, Equation (1) p. 107.

We next compare I'(7) and I". To that end, we introduce (e, ),>1, a sequence of i.i.d. exponen-
tially distributed r.v. with mean 1, and we set:

(262) Vee(0,1), () =sup P(n'(e1+...4+e,) & (s,671)).

n>1

The law of large numbers easily implies that §(¢) — 0 as € — 0. Note that Zo = Zy. We first assume
that Zp #0. Let u* € 7\{@} be the first vertex in the lexicographical such that |u*| =T'(7); since
¢(u*) <T and since conditionally given 7, {(u*) is the sum of |u*| (conditionally) independent
exponential r.v. with parameter ¢, we get for all ¢ € (0, 00),

P(T<t;Zo#0) <Y P(T(r)=n; Zo#0)P(er +... +en<qt) .

n>1
Then, let € € (0, 1) and observe that P (e + ... + e, <qt) < () + 1{,<q/c}- Consequently,
P(I<t; 2o#0) < d(e) + P(I'(7) < qt/e] 5 Zo#0).
If Zo=Zp=0,T'=I'(7) =0, which implies that
P(I‘<t) <d(e)+ P( (1)< th/aj)
Thus by (261) and (260), we have proved the following lemma.

Lemma 6.22 Let p,q € (0,00) and let j1 be a (sub)-critical offspring distribution, whose generating
function is denoted by g,; denote by gzk the k-th iterate of g, with the convention gzk (r)=m,
r€l0,1]. Forallte(0,00), let r(t) be such that

1 dr
(263) / =qt.
r(#) gu(1=r)=1+47r

Forall e €(0,1), recall from (262) the definition of 6(¢). Then, the following holds true.

(264) Vie(0,00), e @ —§(e) < exp (fp(lfgzttq/‘€J (0))).

We are now ready to prove Proposition 6.21. Recall from (245) the definition of the offspring
distribution g, . We apply Lemma 6.22 with p = py,,, p= an, ¢ = by /a, and we denote by r,(t)
the solution of (263): the change of variable A=a,,r implies that r,,(¢) satisfies

B dX
(265) / .
o0 e, (1= 2) 14 2)
Next, it is easy to check from (245) that b, (guw (1— ) A ) (V). where o, is defined in

(258). Then, Lemma 6.22 asserts for all ¢ € (0, c0) and for all ce (0,1), that

266) e ™D —§(e) < exp (—an(1—gpl"/*<N0))) where / oA
anTn(t) Ipn(A)

Next, fix t € (0, 00) and set C:=lim sup,,_, ., anmn(t) €[0, 00]. Suppose that C'=oco. Then, there is
an increasing sequence of integers (n)xen such that limy_, oo ap, 7y, (t) =00. Let y € (0, 00); then,
for all sufficiently large &, we have a,,, ry,, (t) >y, which entails

t_/a”k d\ < g d)\
any Ty () w”k()\) n y wnk()\)
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Thus, for all y € (0, 00), t <lim sup,,_, o, fyoo d\ /1 (X), which contradicts Assumption (259). This

proves that C' < oc. Since lim._,0 &(g) = 0, we can choose ¢ such that §(g) < e~ then, we set
0=t/e and (266) implies that

(267) lim sup ay, (1—gpL2/*)(0)) < o0 .

n—oo

Recall that (Z ;C”) )ken stands for a Galton-Watson branching process with offspring distribution ji,,,
such that Z\"” = | ay,|. Then,

P(Z35) 10, =0) = (gpl20/*)(0)) o

and (267) easily implies that liminf, ,., P (Z[g; Jan] = 0) > (0, which completes the proof of
Proposition 6.21. |

6.3.2 Proof of Propositions 2.11 and 2.12.

In this section we shall assume that the sequence a,,, b, € (0, 00) satisfy (248) and that 0(11?32) —

€ (0,00). This dramatically restricts the possible limiting triplets («, 8, 7). To see this point, we
first prove the following lemma.

(n)
](.m)jzl EE and set on(N) =351 U](") (e_A“j —1—1-)\11](-")),
forall X € [0,00). Then, the following assertions are equivalent.

(L) Forall \€0,00), there exists p(\) € [0, 00) such that lim,,_,oc ¢n(A) =d(N).
(S) There are ¢ € {3 and 8’ €0, 00) such that

Lemma 6.23 Foralln € N, let v,,= (v

VieN*,  lim v\"'=¢; and lim o3(v,)—o3(c)=74"

n—oo ‘] n—oo

Moreover, if (L) or (S) hold true, then [3' is necessarily nonnegative and ¢ in (L) is given by

(268) VAE[0,00), ¢(N) = 38N+ (e —1+Ag) .
Jj=>1

Proof. We first prove (S) = (L). We set f(x) =e ™ —1+ z for all z € [0,00). By elementary
arguments,

(269) Vze[0,00) 0< ;27— f(z) < 3a*(l1—e™)

l\D\»—A

We set n(x) =supyc(o.4] Y “23y2 = f(y)|; thus, n(z) < 3(1—e") <1Az and n(z) L0 as 2 | 0.
Fix A€[0, 00) and define ¢(\) by (268). Fix jo > 2 and observe the following.

DN —0()) = Z(v;")fw;")>—cjf<ch>)+;A2(ag<vn>—ag<c>—ﬁ'+ > (=)

1<j<jo 1<5<jo
+ Z <")f (") —3A (n) + Z c —cjf )\cj))
J>Jjo J>jo

Then, note that:
Z"U n)f (n) l U;n))g} S )\277()\'0](3))0-3(\77’1) °

J>jo

Similarly, > ‘%)\20? —¢jf(A¢j)| < An(Acj,)os(c). Thus

J>Jjo

limsup |¢n(A) — $(N)] < (8 + 203(c))\*n(Aejy) —— 0,

n—oo jo—roo
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since ¢j, — 0 as jo — oo. This proves (L) and (268).

Conversely, we assume (L). Note that v{"f(v{") < ¢,,(1). Thus, 2¢ = sup,cyv{" < .
By (269), for all y € [0,z], f(y) > +e~%y?, which implies o3(v,,) < 2€™ sup, ey ¢n(1) =: 20.
Consequently, for all n € N, (03(v,,), v,,) belongs to the compact space [0, zo] x [0, 2] . Let
(gn)nen be an increasing sequence of integers such that lim,, ,~ 03(v,, ) = a and such that for all
> 1, limy, oo v](.q") = ¢} By Fatou, o3(c’) < a and we then set 8’ = a—o3(c’). By applying
(8) = (L) to (vg, Jnen, we get ¢(A) =58/ N+ 37 ) ¢ (exp(=Acj)—1+Ac}), forall A € [0, 00).
We easily show that it characterises 8’ and ¢’. Thus, ((03(vs), V) )nen, has a unique limit point in
[0, 20] X [0, o], which easily entails (5). ]

Lemma 6.24 Letw, € 6} and ay,, b, € (0,00), n €N, satisfy (66). Namely

by, by,
(270) a, and — — o0, — — [p€[0,00),
Ay n—oo a; n—oo

N

w§"> anbn

sup <oo and — k€ (0,00).
neN Qn Ul(wn) n—00

Recall from (247) the definition of X" Then the following assertions hold true.

(1) Let us suppose that (I1) in Theorem 6.19 holds true; namely, éXZ:. — X weakly on
D([0,00),R). Then, X is an integrable («, [3,m) spectrally Lévy process (as defined at the
beginning of Section 6.3.1) and («, 3, 7) necessarily satisfies:

271) B>By and Fe=(c;)j>1 €05 W:Z/{cjcscj
i>1

and the following hold true:

] bn O'2(Wn) . bn US(Wn)
(Cl) : a <1 Ul(wn)) m) «a (C2() ) CL% Ul(wn) ?) B+ in'g(C),
W
(C3): VjeN, 21— ——¢.

(73) Conversely, (C1)—(C3) are equivalent to (11), and by Theorem 6.19, it is equivalent to (1),
or to (Illabc) or to ((I11a) & (IV)).

Proof. To simplify notation, we set k,, = a,, b, /o (w,). By the last point of (66) (that is recalled in
(270)), kn — k€ (0, 00). We also set UJ(-") = wé") /ay, for all j >1. We first prove (i), so we suppose
Theorem 6.19 (II), which first implies that 8 > f3p; then recall that Theorem 6.19 (II) is equivalent
to ((C1) & (IV)) and Theorem 6.19 ((IV)) can be rewritten as follows: for all A € [0, c0),

™ .
Kn ;v](-") (e A1 /\v;- )) —>n_)oo Va8 r(A) —aX.
This entails Condition (L) in Lemma 6.23 with ¢(\) = (¢4 5,x(A) — a\)/k. Lemma 6.23 then
implies that there are ¢ € (3 and 8 € [0,00) such that for all j € N*, lim,_,n v}") = ¢; and
limy, 00 03(v) —o3(c) =" and that

;ﬁ_lﬂ)\Q—l—/{_l/ (e M1+ \r) m(dr) = Yapm(N) —aA =¢(\) = %B’)\Q +Z c; (e_’\cf—H—)\cj) .

(0,00) K §>1

This easily entails that k3'= 8, 7=3 .-, rc;dc; and we easily get (C2) and (C3).
We next prove (ii): we assume that o € [0, 00), that 3 > By and that 7=}, rc;d.; where
c=(c;j);>1 €l;3. Then observe that (C1) is (IIla) in Theorem 6.19, that (C2) is (IIIb) in Theorem
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6.19; moreover, (C3) easily entails (IIIc) in Theorem 6.19. Then Theorem 6.19 easily entails (7).
This completes the proof of the lemma. |

Lemma 6.24 combined with Theorem 6.19 implies Proposition 2.11 (i), (i7) and (¢ii), and
Lemma 6.24 combined with Theorem 6.20 implies Proposition 2.12.

It only remains to prove Proposition 2.11 (iv). Namely, fix a € R, 5 € [0, 00), k € (0, 00), and
c=(c;j);>1 €L3. We prove that there are sequences ay, by, € (0, 00), w,, € é}, n €N, that satisfy (66)
(recalled in (270)) with Sy € [0, 8] and (C1), (C2) and (C3): first let (p,,)nen be a sequence of
positive integers such that lim,, ,~, p, =00 and ) _, <j<pn G T c? <n,foralln>c; + c%. We then
define the following.

Cj ) if jE{l,...,pn},
272 (n) _ ((B_ﬁo)//{)§n_1 if JG{Pn + 1""7pn +7’L3},
Un if je{pn+n®+1,...,p0+n>+n8},
0 if j > pp+nd+nd,

where u, = n=3 if B = 0 and wu, = (By/k)3n"8/3 if By > 0. We denote by v,, = (v )j>1 the
non-increasing rearrangement of g, = (¢\");>1. Thus, we get 0,,(v,,) = 0,,(qy) for any p € (0, 00)
and we observe the following.

o) (v) knd if By=0,
ko1 (vy) ~ 1
i &%55’7113*6 if Gy >0,
e d e IO k() ~ o) £ 5
KOo2(Vy) ~ 2 an KO3(Vyp) ~ kos(c) + D .
2 m%ﬁéng if Gy >0, s °
We next set:
(274) bp = ko1(Vn), ap = k1 (Vn) and w§”>:anv;~"),j21.

koo (vy) +
We then see that a,,b,, /01 (w,) = i, that sup,,cy wi™ /a, < 0o. Moreover, we get

bn, " b, o3(w, w™
*<1_ o2 (v )> =qa, lim —.Ud(w ):ﬁ+/<cc73(c) and lim —2
GQp g1 (Wn) n—00 a% o1 (Wn) n—o00 Ay,

ZCj

which are the limits (C1), (C2) and (C3). It is easy to derive from (273) and (274) that a,, and
bn/ay, tend to oo and that b, /a2 tends to By. This completes the proof of Proposition 2.11 (iv). W

6.3.3 Proof of Proposition 2.13 (7).

Fix o, B € [0,00), k € (0,00) and ¢ = (¢;) j>1 € £3. For all X € [0, 00), set P(A) = aX + §8A? +
> j>1 KCj (e7%—1+ Ac;) and we assume that [*d)/1)(\) <oc. Let a,, by, € (0, 00) and w,, € E},
n € N, satisfy (66) (recalled in (270)), (C1), (C2) and (C3) (as recalled in Lemma 6.24). Recall
from (247) the definition of X¥; we denote by 1, the Laplace exponent of iX g’: Namely,

(n)

b w, (n)
(275) YAE[0,00), Pn(X)=aph + —2n oL (e 1 A w](-”)/an) :
01 (Wn> =1 (7%
where we have set o, = Z—Z (1- %) Proposition 6.21 and Lemma 6.24 prove that (75) Proposi-

tion 2.13 (7) entails (C4).
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It only remains to prove the last point of Proposition 2.13 (4): assume that 5y > 0 in (66); let

Vi : 22— [0, 00) be ar.v. with law % dis1 w}")éw(n) Jan” First, observe the following.
> ") Jan

E[Vn]—m = i<1—an“i) and  ¥,(A)—an = byE[f(AV)],

B ano1 (Wn) anp bn

where we recall that f(x) = e *—1+ x. Since f is convex and since «,, > 0, by Jensen’s in-

equality entails ¢, (\) > b, E[f(AV,,)] > b, f(AE[V,]). Next, recall from (269) that f(AE[V,,]) >
L(AE[V,])? exp(—AE[V;]). Then, note that for all A € [0,a,], AE[V;,] < 1 and observe that
E[V,,] ~1/a, since a,, — a by (C1). Therefore, there exists ng such that for all n >n and for all
AE [0, an], ¥n(N) > (8¢) 7L (b, /a2)N2. Since By > 0, there exists nq > ng such that b, /a2 > By /2.
Thus, we have proved that

I €N: Yn>ng, YA, an),  ¥n(A) > 16 80)°
which clearly implies (75). This completes the proof of Proposition 2.13 (7). ]

6.3.4 Proof of Proposition 2.13 (i7).

Let us mention that, here, we closely follows the counterexample given in Le Gall & D. [21],
p. 55. Fix a, € [0,00), k € (0,00) and ¢ = (¢;)j>1 € 3. Forall X € [0,00), set Y(\) =
aX+ 38N+ 305 ke (€729 =1+ Aej); assume that [*°dA/4(X) < oo. For all positive integers
n, we next define c,, = (c;.") )j>1 by setting

c}”):cj if j<n, cg.”):(ﬁ/(km))% ifn<j<2n and c}")zoifj>n.

We also set ¢ (A) = ad + 35 HC;n) (exp(—/\c;")) -1+ )\c;-’”), A€ [0,00). Let (Uf")iepo,00)»
be a CSBP with branching mechanism 1), and with initial state U}’ = 1. As A — oo, observe that
PYn(A) ~ (o + koa(cy))A. Thus, [*dA/1,(X) = oo; by standard results on CSBP (recalled in
Section B.2.2 in Appendix), we therefore get

(276) Vn €N, Vte[0,00), P(U;>0)=1.

Let Z = (Zt)4[0,00) Stands for a CSBP with branching mechanism 1) and with initial state Zp = 1.
Observe that for all A € [0, 00), limy, 00 ¥ () =1(A). By standard results on CSBP (see Helland
[28], Theorem 6.1, p. 96), we get

Q277 ur — Z weakly on D([0, 00), R).

Next, let us fix n € N. By Proposition 2.11 (iv) there exist sequences w,, , = (w'"");>1 € EJ% and
n.p, bnp € (0,00), p€N, such that

Qp.pb b a b oo (w
(278) nplnp s NP and TP o0, n,p (1 _ 2( nm)) o
o1(wn,p) Gn.p bnp oo On,p o1(Wnp)/ oo
bup 03(Wnp) .
(279) ;’p- 3\ np ko3(c,) and VjeN*, L — c;."),
amp al(wn,p) p—r00 Gn.p p—0o0

and the following weak limit holds true on D([0, c0), R):

B ACRD) n
(280) ( ZmePt/an,pJ ) t€[0,00) (Ut )tE[O,oo)

an,p p—r00
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where (Z\"" )1en is a Galton-Watson process with initial state Z{"" = | a,,,| and with offspring
distribution py,, , given by

(n,p)

(w(_n,p) )k+1
(281) VEEN, g, (k)= — e
Hnp ; o1 (wpp) k!
By Portemanteau’s theorem for all ¢ € [0, c0), lim inf},_,~ P(ZEZ”’) tann] > 0)>P(U>0) =1,
n,p n,p
by (276). Thus, there exists p, €N, such that

(282) Vp> pn, Pz >0)>1-27".

Lbn,p1/an,p]

Without loss of generality we can furthermore assume the following:

@@(1_$&@@5_%4<2% ‘ﬁﬂﬁ@~—4<2”

bn y2 n,p n
Qnpy s == and —* > 2",
Cl(Wn,pn

n7pn n’pn

Qn,p,

bn,pn . 03 (wn,pn)
a%,pn 01 (Wn,pn)
Set a,, = an p,,, by =bpp, and w, =wy, p,. Note that ko3(c,) = B + ko3(c) as n — oco. Thus,
ap, by, and w, satisfy satisfy (66) (recalled in (270)) with 8y = 0, (C1), (C2) and (C3). Set
Z,E:") = Zli"’p”). By (282), for all 6 € (0, 00), and all integers n > J, we easily get P(ZW

<2™" and Vje{l,...,n},

— kos(cp)
n7pn

[bnd/an ] -
0) < P(Z}) /4, =0) < 27" Consequently, lim, o0 P(Z[}) 5, | =0) =0, forall § € (0, 00).
Namely, (C4) is not satisfied, which completes the proof of Proposition 2.13 (7). [ |

6.3.5 Proof of Proposition 2.13 (iii).

Fix o, 3 € [0,00), k € (0,00) and ¢ = (¢;)j>1 € £3. For all A € [0, 00), set (A) = aX + $8A? +
ZjZI KC; (e_’\cj -1+ )\cj); assume that [*°d\/1(\) <oco. We consider several cases.

e Case 1: we first assume that 3> 3 > 0. By Proposition 2.11 (iv) there exists ay,, by, wy, satisfying
(66) (recalled in (270)) with 8y > 0, (C1), (C2) and (C3). But Proposition 2.13 (i) (proved in
Section 6.3.3) asserts that a,,, b,,, w,, necessarily satisfy (C4). This proves Proposition 2.13 (iii) in
Case 1.

e Case 2: we next assume that >0 and 5y =0, and we set:

cj it je{l,...,n},
1 e
w ) (B/k)sn~t if j€{n+ 1,...,n+n3},
(283) qj - -3 . . 3 3 8
n if jE{n—l—n +1,....n+n°+n },
0 if j>n+nd+nd

Denote by v, = (v|"
p(qn) for any pe (0, 00). Since 3- )i, ¢ < hn, we easily get ko1 (vy,) ~kn®, kog(vy) ~ kn
kos(vy) — B + kos(c). We next set b, = ko1(vy), an = ko1(vy)/(ko2(vy,) + «) and for all
j>1, wé-") = anvén). Note that a,, ~ n>. Then, it is easy to check that a,,, b, and w,, satisfy (66)
(recalled in (270)) with Sy =0, (C1), (C2) and (C3). Here observe that xk = a,b, /01 (wy) and
by (1= (02(wn) /o1 (wn))) /an=cv.

We next prove that (C4) holds true by proving that (75) in Proposition 2.13 (i) holds true. To
that end, we introduce f)(z) = z(e~**—1 + Az), for all z, A € [0, 00), and we recall from (247)
the definition of X¥~; we denote by v,, the Laplace exponent of éX g’;‘ We first observe that for

all A€ [0, 00)

)j>1 the non-increasing rearrangement of q,, = (qﬁ")) j>1. Thus, o,(vy) =
2

(284) Un() = ad+ 8> F(@V)=ar+ 5D faley) +nd Fa((B/K)5n71) + kn®fr(n”?).

i>1 1<j<n
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Set so=(3/k)'/? and recall from (269) that fy(z)> 323A2e~*. Thus, if A€ [1,2n/s¢], then
Yn(N) > 50 fA((B/K)5n71) > e 72BN = 51\,

Next observe that, f)(z) >z (\z — 1); thus, if A €[2n/s¢, n3], then
Yn(N) > 0 fA((B/K)5n71) > msgn®(son ' A—1),

Thus, for all y > 1,

2n
C)Y </So A /”3 dA _ 1, log(son®~1)
2
)

g Un(N) T 512 2n /@sonQ(son*U\—l) - @ Ks3n
S0

Since a,, ~ n?, it proves that 1, satisfies (75), and (C4) holds true. This proves Proposition 2.13
(ti7) in Case 2.

e Case 3: We now assume that 5=y =0. Let 3, € (0,00) be a sequence decreasing to 0. For all
neN*, we set U,,(\) =1v(A) + B, A2 =X + §8,\% + > j>1 KC (e7% —1 4 Ac;j). We now fix

n € N*; by Case 2, there exists w,, , = (w|""”)j>1 € (7 and an,p, by p € (0, 00), pEN, that satisfy

J

2

(285) Onbnp g, O gpg B o Du (1- LWW)) —a

o1(Wn,p) Qn,p bnp P Qn,p o1(Wn,p)

(n,p)

b, w;
(286) np, 73(np) Bn+kos(c) and VjeN*, —L— — 5 ¢

a, n,p Ul(wn,p) p—00 Gn,p pP—00
and

> dA

* (n,p) _ —un(t) _

(287) VneN, Vte[0,00), lim P(Zp™ ,  =0)=e where /Un(t) 7,00 - t.

Here, (Z ,i"”’ ) )keN is a Galton-Watson process with offspring distribution jy,, , given by (245) and
where Z,"" = |an ). Letv: (0,00) — (0 00) be such that ¢t = fo(ct)) dX\/9(X) for all ¢t € (0, 00).
Since W,,(\) > ¥ (N), we get f ® dA/Y(A) =t < f d)\/z/J ; thus v, (t) <wv(t). Thus, there
exists p, € N such that for all p > p,, P(Z[anp/an pJ =0) >3 exp(—vn(l)) > Zexp(—v(1)).
Without loss of generality, we can assume that ay, p,,, by, p,, /an.p, and ai,pn /bn.p, > 2", that for all

1<j<n, ]wj(-"’p")/an,pn —cj| <27 and

bn.p, . 3(Wn,p,)

a’%,pn 01 (Wn,pn )

- liO'g(C)’ <28, — 0.

If one set a,, = an p,,, bn p, and w, =w, 5, , then we have proved that a,,, by, w, satisfy (66) (recalled
in (270)) with 5 = o =0, and (C1)—(C4), which proves Proposition 2.13 (4i7) in Case 3. This
completes the proof of Proposition 2.13 (iii). [ |

7 Proof of Lemma 2.18.

We first prove the following lemma.

Lemma 7.1 Let ¢ : (0,1] — (0,00) be a measurable slowly varying function such that for all
20 € (0,1), SupP,e(g,1) £() < 00. Then, for all § € (0, 00), there exist 15 € (0, 1] and c; € (1,00)
such that

(288) Wy € (0,15), V=€ (y,1], ;(;)_2 EE;; SC(s(E)é-
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Proof. The measurable version of the representation theorem for slowly varying functions (see for
instance [16]) implies that there exist two measurable functions c¢: (0, 1] —»R and : (0, 1] —[—1, 1]
such that lim, o4+ ¢(z) = v € R, such that lim,_,o;+ €(x) = 0, and such that ¢(z) = exp(c(x) +
fml dse(s)/s), for all @ € (0,1]. Since, sup,e(y, 1) ¢(z) < oo, for all zy € (0,1), we can as-
sume without loss of generality that ¢ is bounded. Fix d € (0, 00) and let 75 € (0, 1] be such that
SUP(0,,] |€] < 0. Fix y € (0,n5) and 2 € (y, 1]; if 2 <n;, then note that fyz dsle(s)|/s < dlog(z/y);

if ns < z, then observe that fyz dsle(s)|/s < dlog(ns/y) +f?7 ds|e(s)|/s<dlog(z/y)+1og(1/ns).
Thus

z

nge2lelles <Z>_6§ KEZ; = exp (C(Z)—c(y) —/ds E(SS)) <y Le?lele (;)6 ;

Y
which implies the desired result. |

Recall from (84) that W :  — [0, 00) is a r.v. such that 7 := E[W] = E[W?] < oo and such
that P(W > x) =2~ PL(z) where L is a slowly varying function at co and p € (2, 3). Recall from
(85) that for all y € [0, 00), we have set G(y) =sup{z € [0,00) : P(W >=z)>1Ay}. Note that G
is non increasing and that it is null on [1, 00). Then, G(y) =y~ /? £(y), where / is slowly varying
at 0. Recall from (87) that #,q € (0,00) and that a,, ~ ¢ 1G(1/n) " = G(j/n), j > 1, and
b ~ ko1 (Wy)/an.

Fix a € [1,2] and observe that oq(wn) = > 1<y, fOG(l/n)dz az“_ll{zgc(j/n)}. But observe
that z < G(y) implies y < P(W > z), which implies z <G(y). Thus,

cm cm
Talin) = ) /O dzaz"" " 1ij<np(w>2)) = /0 dzaz""' Y | j<np(wss)

1<j<n 1<j<n

(1/n) (1/n) G(1/n)
:/ dzaz* ' nP(W>2)| :/ dzaz“lnP(sz)—/ dz az® HnP(W >2)}
0 0 0

0 00 G(1/n)
(289) :n/ dzaza_lP(WZZ)—/dzaz“_lnP(WZ,z)—/ dzaz HnP(W >2)}.
0 G(1/n) 0

Note that [~ dz az® P (W > z) = E[W*] < co. Recall from (86) that P(W =G(1/n)) =0, which
easily implies that P(W >G(1/n))=1/n. Thus,

nP(W > 2)=P(W > 2)/P(W > G(1/n)) = (2/G(1/n)) "L(z)/L(G(1/n))

and by (289) and the change of variable z— z/G(1/n), we get

aOO **L’ZG% a1 a— 7LZG,17
Ua(wn):nE[Wa]—G(i)/ldzaza ! pL((G((,li))))_G(:l) /Odzaz 1{2; p(()))}

The measurable version of the representation theorem for slowly varying functions (see for instance
[16]) implies that there exist two measurable functions ¢ : (0,00) — R and ¢ : (0,00) — [—1, 1]
such that lim, o0 ¢(z) = v € R, such that lim,_, e(x) = 0, and such that L(z) = exp(c(z) +
[ dse(s)/s), for all z € (0, 00). We then set u=(p—a)/2 that is a strictly positive quantity since
a<2<p. Let ng be such that for all n>ng, SUpc( o0y [€(sG(1/n))| <u. Thus, for all z€[1, 00),

1, L(2G(%)) 1 1 1 ? e(sG(2)) 1
< 4a—1=p —a—1-p Iyy 1 n < 2llelloo ,—1-u
0<z L(G(D)) z exp(c(zG(n)) c(G(n))—i-/lds . ) <e z
Since for all z€[1,00), L(2G(1/n))/L(G(1/n)) — 1, dominated convergence entails:
o[ L(G(Y)  a ot L(zG(E)) e
lim [ dzaz®"1=° = and lim [dzaz? Yz P— " :/dz az® Hz7P).
R, HEw) ~poa @ e T Ty | e )
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We then set Q,=a/(p—a) + fol dz az*~*{z~"} and since a,, ~ ¢ 1G(1/n), we have proved that
(290) 0a(Wn) =nE[W] — ¢*Qalan)” + o((an)").

Recall that r = E[W] = E[W?] and take (290) with a=1 to get oy (w,,)—rn~—Q1n'/?¢(1/n) since
an ~ g~ 'nPe(1/n); thus b, ~ kgrn'=/?/0(1/n). It implies that a,, and b,, /a,, go to oo and that
bn/a2 — 0. Moreover for all j > 1, w'™ /a,, — qj —1/p_ This implies that a,,, by, and w,, satisfy (66)
with Sy =0 (and (C3)). Since apb, ~ ko1(w,) ~ krn, (290) with a=1 and 2 implies

oa(wn)  nr—q*QaaZ + o(a?) 9 Qn an an
291 o1(w,)  nr—qQian + o(ay,) =1=rq"Qs by, + O(bn) =1- aob + O(bn) ’
where ap=rqg?Q> as defined in (88).

Next recall that for all o € [0,00), w!™ (a) = (1 — (o — ap))w ") Then, (291) entails
that og9(wy(a))/o1(wp(a)) = 1 — aay /by, + o(an/by). Namely, Wn(a) satisfies (C1). Since
W™ (@) ~p w™, w, () also satisfies (C3) with ¢j =g /7, j>1.

Let us proves that (w,(«)) satisfies (C2). First observe that o3(w,(a)) ~ o3(w,). So we
only need to prove that the w,, satisfy (C2). To that end, for all n and j > 1, we set f,,(j) =
(G(j/n)/G(1/n))? = j73/P03(j/n)/€>(1/n) and § = &(2 —1) that is strictly positive. We apply
Lemma 7.1 to £3: let c5 € (1,00) and 75 € (0, 1] such that (288) holds true; then, for all n > 1/7;,
0< fu(j) <ecsj~'79. Since forall j > 1, limy, s00 fn(j) = i3/, by dominated convergence we get:

G(1/n) Bos(wm) = Y fali —>Zj—3/f’=q—3og(c>,

oo
1<j<n Jjz1

which easily implies (C2).

Let us prove that w, («) satisfies (C4) thanks to (75) in Proposition 2.13. To that end, we fix
n€N* and A € [0, c0) such that A€ [1, a,]. For all x € [0, 00), recall that fy(z) =z(e ™ —1 + Az)
and for all j > 1, set

e f)\( o (a ))ka(qnj—l/p%%) where qn:(l—‘g—:(a—ao))% ~q

To simplify, we also set k,, = a,b, /o1 (wy()); note that x, ~ k. Let § € (0,00) to be specified
further; by Lemma 7.1 and the previous arguments, there exists ¢5 € (0, 00) and ng such that for all
n>ng, wi" (a)/an > csj~0"1/P and k,, > 1 r, which entails k., ¢, (j) > sk fr(csi 0 /7). We next
set:

_bl(l_oz(wn(a))) o

" ap o1(wn(a))

Recall from (74) that ¢),, stands for the the Laplace exponent of ( X b t( ))t€[0,00)~ The previous
inequalities then imply that

IV =and = 3 ratnli) = g6 30 Salesi ) = g do e

1<j<n 1<j<n

We set a=p/(1 + pd), namely 1/a=45 + 1/p and we use the change of variables y = Az~ /% in the

last member of the inequality to get

A
Vn>ng, VAE[L an], Yn(N)—an) > ;mA“/ dy = fi(cay)
An— 1/a

> émk“l/ dyy ' f1(csy).-
anpn—1t/a
Now observe that a,n~"/% ~ ¢~'n=9¢(1/n) — 0. Thus, without loss of generality, we can assume
that for all n > ng, a,n~'/% <1/2. Then, we set K5 = ska fll/Qdy y*~! f1(csy) > 0 and we have

proved that for all n>ng, and for all A€ [1, a,,], ¥ () —an A > KsA% L. Since p > 2 it is possible
to choose a sufficiently small § > 0 such that a—1 = p/(1 4+ pd) —1 > 1. Then, we get (75) in
Proposition 2.13 (7) which implies (C4). This completes the proof of Lemma 2.18. |

89



A Laplace exponents.

We state here a proposition on the Laplace transform of measures on R. To that end, we briefly recall
standard results on the Laplace transform of finite measures on [0, c0) and on [0, co]. Namely, let
v be a Borel-measure on the compact space [0, co|; its Laplace transform is given by L,(\) =
f[o,oo) e~ p(dx), for all A € (0, 00). In particular, we take L, (0)= L, (0+)=p([0,0)). Let p1, v
be finite Borel measures on [0, co]. Recall that if 1([0, oo]) = ([0, 00]) and if I = {\ € (0,00) :
L,(X) = L,(\)} has a limit point in (0,00), then p = v. The continuity theorem for Laplace
transform can stated as follows: let y and p,, n €N, be finite Borel measures on [0, co]. Then, the
following holds true.

weak
(292)  p—s = lim 1 ([0, 00]) = ([0, 00]) and lim Ly, (\)=Lu(A), A€ [0, 00).
n—oo n o0

n—o0

We next easily deduce from (292) the following lemma.

Lemma A.1 Let (i) nen be a sequence of probability measures on [0, 00). Let I C (0, 00) having
a limit point in (0,00); let L : I — [0, 00) be such that for all \€ I, lim,, o0 Ly, (\)=L(X). Then,
there exists a probability measure p on [0, 00| such that i, — p weakly on [0, 0c|. If furthermore
the pu,, are tight on [0, 00), then pu({oo})=0.

Proof. Since [0, 00| is compact, { ;7 € N} is tight on [0, oo]; by (292), the Laplace transform of
two limiting probability measures coincide on I: there are therefore equal. ]

Let i be a finite Borel-measure on R; we extends its Laplace transform on R by simply setting
for all \€R, L, (\) = [e **u(dz) € [0, 00]. Let us mention that if in a right-neighbourhood of 0,
L, and L, are finite and coincide, then ;1=v. We easily prove the following result.

Lemma A.2 Let (1, )nen be a sequence of probability measures on [0,00). Suppose that there
exists \* € (0, 00) such that for all € [0, \*], A(X) := limy, 00 Ly, (— ) exists and is finite. Then,
pn, — pweakly on [0, 00), A(X)=L,(—X), A€[0, \*), wich implies that lim_,o; A(X)=1.

Proof. For all A\ € (0, \*), set v, 5, (dz) = €%, (dx) /L., (— o) that is a well-defined probability
measure. Note that for all A € [Ag—A", Ao}, Lu,, ,, (A) =Ly, (A=X0)/ Ly, (—Ao) = A(Ao—A) /A(Xo).
This limit for A < 0 entails that the v, ), are tight on [0, c0); the same limit for A > 0 combined
with Lemma A.1 implies that there is a probability measure v, on [0, c0) such that Unxo — VAo
weakly on [0,00). Since p,(dz) = Ly, (—Xo)e %y, 5, (dz), we easily see that p,, — p =
A(Xo)e 20%uy, (dz) weakly on [0, 00) we easily check that L, (—A)=A(—\) for all A€ [0, \*). B

We next recall a result essentially due to Grimvall [27] (Theorem 2.1, p. 1029).

Lemma A.3 For all n € N, let (A}})ken be an i.i.d. sequence of real valued rv. such that there
exists a € (0, 00) such that:

(293) Vn,k €N, P(A?>—a)=1.

Let (gn)nen be a sequence of integers that tends to oo. We then set Yn =3 o, A} and Ly (\) =

E [e*)‘yn] that is well-defined for all A € [0, 00) thanks to (293). Then, the following assertions are
equivalent.

(a) The rv.'Y,, converge in law to a real-valued r.v. Y.

(b) There exists a function L : [0, 00) — [0, 00) that is right-continuous at 0, such that L(0) =1
and such that lim,,_, . L, (A\)=L(\) for all A€ [0, o).
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Moreover, if (a) or (b) is satisfied, then L(\) = El[exp(—\Y')] and L is positive and continuous.
Furthermore, the convergence lim,,_,o, L,, = L holds true uniformly on every compact subset of
(0, 00).

Proof. Grimvall’s Theorem 2.1 [27] (p. 1029) asserts (a) = (b). It also asserts that if (a) holds true,
then L(\) =E[exp(—AY')] and lim,,_, L,, = L uniformly on every compact subset of (0, c0).

It only remains to prove that (b) = (a): first suppose that Y,, is a subsequence that converges in
distribution to Y”: by applying (a) = (b), we get L(\) =E[exp(—AY")], A€ [0, 00); as mentioned
earlier, if the Laplace transform of a real-valued random variable is finite in a right-neighbourhood
of 0, then it characterizes its law. Consequently, the laws of Y, have at most one weak limit.
Therefore, we only need to prove that the laws of the Y,, are tight on R.

Since [—o00, 00| is compact, the laws of the Y;, are tight on [—o0, 00| and we only need to prove
that for all increasing sequence of integers (n,)pen such that Y, — Y in law on [—o0, 00], we
necessarily get P(|Y'| = oo) = 0. To that end, first note that the convergence Y;,, — Y in law on
[—00, oc] implies that (Yy,,)4/— — (Y) 4/ inlaw on [0, oo]. By (292), we get

lim Efexp(—A(Yy,)+)] =E[exp(=A(Y)+)]

for all A€ [0, 00). Since L, (A) =E[exp(A(Yy)-)] + E[exp(—=A(Yy)+)] —1, we get

lim E[exp(A(Yy,)-)]=L(\) + 1-E[exp(=A(Y)4)].

p—0o0

This easily entails that the laws of the (Y,,)_ are tight on [0,00). Thus P(Y = —o0) = 0. We
then apply Lemma A.2 to the laws of the r.v. (Y;,,)— and as p — co we get E[exp(A(Y)-)] =
L(A) + 1—E[exp(—A(Y)+)] and as A — 0+, since E[ exp(A(Y)_)] and L()) tend to 1, we get
P((Y)4+ <o0) = limy_,04 E[ exp(—A(Y)4)] =1, which completes the proof of the lemma. W

B Skorokod’s topology.

B.1 General results.

In this section, we adapt and we recall from Jacod & Shiryaev’s book [30] results on Skorokod’s
topology and weak convergence on D([0, c0), R?) that are used in the proofs.

Lemma B.1 (Propositions 2.1 & 2.2 in [30]) Let x, — z in D([0,00),R?) and let y, — y in
D([0,00),R¥). Then, the following holds true.

(1) Forall t € [0,00), there exists a sequence of times t, — t such that x,(t,—) — z(t—),
T (tn) — x(t) and thus, Ax,,(t,) — Ax(t).

(79) For all t € [0,00) such that Ax(t) = 0 and for all sequences of times s, — t, we get
T (Sp—) = x(t) and x,(sp) — x(t), and thus Az (s,) — 0.

(131) Assume for all t € (0, 00) that there is a sequence of times t, —t such that Ax,,(t,) — Az(t)
and Aya(tn) = Ay(t). Then (2, (t), ya(®))icio.00)— (2(0), y(t))icfo.n0) for the Skorokod
topology on D([O, 00), Rder/). In particular, this joint convergence holds true whenever x
and y have no common jump-time.

Proof. See Jacod & Shiryaev [30], Chapter VI, Section 2, pp. 337-338. More precisely, for (7)
(resp. (7)), see [30], Proposition 2.1 a) (resp. (b.5)); for (7i7), see [30], Proposition 2.2 b). [ |

As an immediate consequence of the Lemma B.1 (ii7), we get the following lemma.

LemmaB.2 Let k € N*. Foralln € Nand j€{1,...,k}, let R}(-) and R;(-) be RY% -valued
cadlag processes. Assume that (RY,..., R}) — (R, .., Ry) weakly on D([0, 00), R4) x ... x
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D([0, 00), R%*) equipped with the product topology. Assume that a.s. the processes Ry, ..., Ry,
have no (pairwise) common jump-times. Then,

(BRI REOicloe) —— (Br(®). Be®)reio)
weakly on D([0,00),RY), where d = dy + . .. + dy.

Lemma B.3 Let y,, —y in D([0,00),R). Then the following holds true.
(1) Lets,t€[0,00) be such that s <t and such that Ay(s) = Ay(t)=0. Then, for all (sp,tn) —
(s,t), we getinfig ;1 yn—infl, 4.

(ii) Suppose that t € [0,00) + infse(o  y(s) is a continuous function. Then, the following con-
vergence (inf se(o 1 Yn(8))1ef0,00) = (infsecfo4) Y(5))te(o,00) hOlds uniformly on every compact
subsets.

Next, for all r €0, 00) and all z€ D([0, 00),R). We set v, (z) =inf{t € [0, 00) : 2(t) < —r}, with the

convention that inf ) =oo. Note that r — ~,.(2) is a non-decreasing [0, co|-valued cadlag function.

Then, we get the following.

(4ii) Suppose that t € [0,00) = infscig qy(s) is continuous. Then, for all r € [0,00) such that
Yr(y) <oo and Ay (y) =0, we get ¥ (yn) —=r (y)-

Forall t€10,00), all r €R and all z€D(]0, 00), R) we next set

(294) 7(z,t,r)=inf {s€[0,¢] : inf z(u) > r} with the the convention that inf () = cc.

u€|[s,t]
Then, the following holds true.
(iv) Suppose that y(t) > 0=1y(0). Then, r € [0,y(t)) — 7(y,t,r) is right-continuous and non-
decreasing. Furthermore, suppose that Ay(t) =0 and that r € (0, y(t)) satisfies T(y,t,r—)=
T(y,t, 7). Then, for all (tn,rn) = (t,7), T(Yn, tn,Tn) = 7(y, t, 7).

Proof: since y, — y in D([0, 00), R) there is a sequence of continuous increasing functions \,, :
[0,00) = [0, 00), n € N, such that A, (0) = 0, such that sup;c[g o) |An(t)—t| — 0 and such that
SUPse(0,p] [Yn —Y(An(s))| — 0 as m — oo for all p € N (take the inverse of A;, in Theorem 1.14
in Jacod & Shiryaev [30], Chapter VI, Section 1.b, p. 328). To simplify we set s/, = A\, (s;,) and
ty, = An(tn); note that (sy,, t;,) — (s,t) and that inf[, ; 1y, —inffy ;) y— 0. Next observe that for
alle > 0,
inf y <liminf inf y <limsup inf y < inf y.
[s—e,t+e] n—0oo [s! it ] n—oo [sh,th] [s+e,t—e]

Since Ay(s) = Ay(t) =0, we get lim. o inff,_ ;4 y = lim. o inf(y .,y = inf}, 4y, which
entails (7). The point (i7) is an immediate consequence of a well-known theorem due to Dini.

Under the assumption that ¢ € [0, 00) + inf,c[o4 y(s) is continuous, (i77) is a consequence
of Proposition 2.11, Chapter VI, Section 2a p. 341 in Jacod & Shiryaev [30] applied to the func-
tions ¢ € [0,00) — infycpoy yn(s): to be specific, for all r € [0, 00), set S;* = inf{t € [0,00) :
infyejo, Yn(s) <—r}and S, =inf{t€[0,00) : infyejy qy(s) < —r}; then 7+ S, is left continuous
with right-limits (see Lemma 2.10 (b) [30], p. 340) and Proposition 2.11 [30] p. 341 asserts the
following: if S = S,, then S]' — S,.. Now, observe that S, =v,.(y), S;' =7 (Yn), Sr =7 (y)
and S, =,_(yn), which implies (4i7).

Let us prove (iv): suppose y(t) > 0 = y(0); it is easy to check that r € [0,y(t)) — 7(y,t,7)
is right-continuous and nondecreasing. Suppose next that Ay(¢) =0 and that r € (0, y(¢)) satisfies
7(y,t,r—) =7(y,t, 7). Let g € (7(y,t,7),t) be such that Ay(q) = 0; then inf, yy > 7; by (i),
for all sufficiently large n, we get inf [g,tn] Yn > Tn and thus, 7(yp, tn, ) < q¢ < t,,. This easily
entails that lim sup,,_,.o 7(Yn, tn, ™) < 7(y,t, 7). Next, fix ¢ < 7(y,t,7—) such that Ay(q) =0:
then, there exists 7’ € (0,7) such that ¢ <7(y, t,r’), which implies that inf}, , y <" <r; by (i), for
all sufficiently large n, we get inf{,; | yn <7y, and thus, ¢ < 7(yn, tn, 7). This easily entails that
liminf, o0 7(Yn, tn, mn) >7(y, t,7—), which implies the desired result. [ |
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Lemma B.4 Let v, — rin [0,00) and let y, —y in D([0,00),R). Assume that Ay(r)=0. Then
the following holds true.

(1) (Yn(t A rn))iefo,c0) = (U AT))iel0,00) in D([0, 00), R).
(#2) (Yn(rn +1))tefo,00) = (Y(r +1))efo,00) in D([0, 0), R).
(#i) Let Iy €10,7y] be such that 1, — 1. Assume that Ay(l)=0. Then (yn((In + ) AT0))te0,00) =
(y((L+1)AT))iefo,00) in D([0, 00), R).

Proof. Denote by A the set of continuous increasing functions A : [0,00) — [0, 00), such that
A(0) =0. Recall from Jacod & Shiryaev [30] (Theorem 1.14, Chapter VI, Section 1.b, p. 328) that
Yn—y in D([0, 00), R) if and only if there exists A, € A, n €N, such that sup;¢[g o) [An(t)—t[ =0
and for all positive integers p, sup;c(o p) [Yn(t) —y(An(t))| — 0. Let p > 1 + sup,,>q 7n; set €, =
SUP¢e(0,p] |yn(t)*y()‘n(t))’

We first prove (4): first observe that for all ¢ € [0, 00), |yn(t A rn) —y(r A A (8))] <en + 0n(2)
where 6, (t) = |y(r A An(t)) —y(An(r A t))|. Observe that &, (¢) = 0 if t < 7, A X\ 1(r). Set
N =sup{|r— r AN, ()| + |7 = An(rn At)];t > 7 A X, 1(r)}. Then observe that 7, — 0 and that
on(t) <osc(y, [r—mnn,r + ny]) that is the oscillation of y on [r—mn,,r + n,] as defined in (142).
Since Ay(r) =0, we get osc(y, [r —nn, T + 1n]) — 0 (see for instance Jacod & Shiryaev [30],
Proposition 2.1, Chapter VI, Section 2.a, p. 337). Thus, Sup;¢(g o0 [¥n(t A 7n) =y (r A A (2))[ =0,
which implies ().

Let us prove (ii). Set ¢n(t) = Ap(ry + t) =7 and pp = [rn —7| + SUPsc[0,00) [An(t) —t[. Then
SUPye(0,00) [#n(t) —t| < pn — 0; note that ¢y, is continuous, increasing but ¢, (0) may be distinct
from 0. We modify ¢, in the following way: for all ¢ € [0, p,], set ., (t)=t, for all t € [p,,, 3p,], set
on(t)=pn + (200) " (t—pn)(Pn(3pn) —prn) and for all t > 3p,, set p,(t) = b, (t). Clearly, p, € A
and we check that sup;¢(g o) |¢n(t) —t| < 3p, — 0. Then observe that for all £ € [0, c0),

’yn(rn + t)_y()‘n(rn =+ t))‘ + \y(?‘ + (an(t))_y(r + (Pn(t)”
en + osc(y, [r—6pn, T + 6py])

|yn(rn =+ t)—y(r + Spn(t))’

IN A

which implies (¢7) since ,, + osc(y, [r—6pn, 7 + 6pp]) — 0. Then note that (7i7) is an immediate
consequence of (i) and (7). This completes the proof. [ |

Theorem B.5 (Theorem 3.1 in Whitt [42]) Let h,, — h and A\, — X in D([0,00),R). We assume
that A\, (0) =0 and that X\, is nondecreasing. Then, the following holds true.
(2) If hy— hin C([0,00),R), then hy, o A\, —h o XA in D([0, c0), R).
(13) If \p,— X in C([0, 00), R) and if A is strictly increasing, then h,, o \,, — ho X in D([0, c0), R).

Proof: See Whitt [42], Theorem 3.1, p. 75. |

We use Theorem B.5 (i7) several times under the following form.

Lemma B.6 Let (/3,,)nen be a sequence of nonnegative real numbers such that [3, — co. For all
n €N, let (0} )r>1 be an increasing sequence of random times such that limy,_, o)} = 0o, then,
for all t € [0,00), we set Mi* =3 ;o1 1o 4(0%). Let (R")nen be a sequence of R-valued cadlag
processes. We first assume that R™ — R weakly on D([0, 00),R). We also assume that there is a
deterministic strictly increasing A € C([0, 00), R) such that ;Mg — A weakly on C([0, 00), R).
Then,

(295) (R —_— (R)\(t))te[O,oo)

Sy )
Br'Mp Jt€[0,00)  nosoo

weakly on D([0, 00), R). In particular, this result applies if M™ are homogeneous Poisson processes
with unit rate and ) is the identity map.
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Proof. We set \,,(t) = M"™(B,t)/B,. Since A is deterministic, Slutzky’s argument implies that
(R", A\p) — (R, A\) weakly on D([0, 00),R)xC([0, 00), R) and Theorem B.5 (i7) implies (295). To
complete the proof of the Lemma, assume that M™ are homogeneous Poisson processes with unit
rate. By Doob’s L? inequality, (3, lMgnt)te[O,oo) — Id, weakly on D([0, c0), R), where Id stands
for the identity map on [0, 00). |

We next recall the following elementary lemma whose proof is left to the reader.

Lemma B.7 Let E be a Polish space. For all n,k €N, let X}, and X}} be E-valued r.v. such that
forallkeN, (Xg,...,X}))— (Xo, ..., Xy) weakly on E*+L equipped with the product topology.
Then (X]!)ken — (Xk)ren weakly on EN equipped with the product topology.

B.2 Weak limits of Lévy processes, of random walks and of branching processes.
B.2.1 Lévy processes and rescaled random walks.

We first recall from Jacod & Shiryaev [30] the following standard theorem on functional limits of
Lévy processes that is used several times in the proofs.

Theorem B.8 Let (R}).c(0,0c), 7 €N, be of R-valued Lévy processes with initial value 0. Then, the
following assertions are equivalent.

(a) There exists a time t € (0, 00) such that the r.v. R}’ converge weakly on R.
(b) The processes R™ weakly converge on D([0, c0), R).

Moreover, if (a) or (b) holds true, then the limit of the process R is necessarily a Lévy process.

Proof. This is a consequence of Corollary 3.6 in Jacod & Shiryaev [30], Chapter VII, Section 3.a,
p- 415. To understand the notation and the terminology, let us mention that in [30], a P/IS stands for
a Lévy process and that the form of the characteristics of a PIIS is given in Corollary 4.19, Chapter
II, Section 4.c, p. 107. [ |

Let us briefly recall some notation. Let (R);c[o,00) be @ R-valued Lévy process with initial
value Ry = 0. We assume it is spectrally positive, namely that R has no negative jump: a.s. for
all t € [0,00), AR; > 0. We also assume that the process is integrable: namely, we assume that
there exists a certain ¢ € (0, 00) such that E[|R;|] < co. Let us mention that if R is integrable,
then E[|R;|] < oo for all t € [0,00). There is a one-to-one correspondence between the laws of
integrable spectrally positive Lévy processes and triplets («, 3, 7) where a €R, S €0, 00) and 7 is
a Borel-measure on (0, 0o) such that | (O,Oo)w(dr) (r Ar?) < 00 the correspondence is given via the
Laplace exponent of R (that is well-defined): namely, for all ¢, A € [0, c0),

(296)  E[e M¥] —easr N where ¢, g5 (\) =a\ + %ﬂ)\Q —i—/ (7" =1+ Xr) w(dr).
(0,00)

We shall say that R is an integrable (o, 3, 7)-spectrally Lévy process to mean that its Laplace
exponent is given by (296). We next recall the following specific version of a standard limit-theorem
for Lévy processes.

Theorem B.9 Let (R"),cn be a sequence of integrable (v, By, 7 )-spectrally positive Lévy pro-
cesses. Assume that there exists ro € (0, 00) such that for all n €N, m,([ro, 00)) =0, which implies:
f (0,00) r2 wp(dr) < co. Let R be a R-valued cadlag process. Then, the following assertions are
equivalent:

e (Lvl): R — Ry weakly on R.

e (Lv2) : R" — R weakly on D([0, 0o, R).
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If (Lvl) or (Lv2) hold true, then R is necessarily an integrable («, 3, 7)-spectrally positive Lévy
process such that w([rg,00)) =0, which entails f(o 00) r2 w(dr) < oo. Moreover, (Lvl) or (Lv2) are
equivalent to the following conditions:
e (Lv3a) : a —r .
e (Lv3b) : B, —l—f(om) P27, (dr) — B + f(o,oo) r2 7 (dr).
o (Lv3c) : f((),oo) f(r)my(dr) — f(O,oo) f(r)m(dr), for all bounded continuous f : R — R
vanishing on a neighbourhood of 0.

Proof. (Lvl) < (Lv2) is a specific case of Corollary 3.6 in Jacod & Shiryaev [30], Chapter VII,
Section 3.a, p. 415 (already recalled in Theorem B.8). For the proof of (Lvl) < (Lv3abc), see
Theorem 2.14 in Jacod & Shiryaev [30], Chapter VII, Section 2.a, p. 398. |

Here is the random walk version of the previous theorem.

Theorem B.10 Let a,,, b, € (0,00), n €N, that both tend to co. For all n €N, let (§})ren be an
i.i.d. sequence of real-valued r.v. Assume that there exists ro € (0,00) such that for all n,k € N,
P(ayro > &> —ro) =1. Forall t € [0,00), set R} =a;* 2 1<k<|bnt| k- Let R be a R-valued
cadlag process. Then, the following assertions are equivalent:

e (Rwl) : R} — Ry weakly on R.

o (Rw2) : R — R weakly on D(]0, 0o, R).
If (Rwl) or (Rw2) hold true, then R is necessarily an integrable (o, [3, 7)-spectrally positive Lévy
process such that 7w([rg, 00)) = 0, which entails f(o 00) r2 7t(dr) < oo. Moreover, (Rwl) or (Rw2)
are equivalent to the following conditions:

e (Rw3a) : bya,'E[}] — —au
o (Rw3b) : bya, *var(£0) — B + f(O,oo) r2m(dr).

o (Rw3c) : b E[f(&/an)] — f(o 00) f(r)ym(dr), for all bounded continuous f : R — R
vanishing on a neighbourhood of 0.

Proof. (Rw1) < (Rw3abc) is a specific case of Theorem 2.36 Jacod & Shiryaev [30], Chapter VII,
Section 2.c p. 404. The equivalence (Rwl) < (Rw2) is standard: see for instance Theorem 3.2
p. 342 in Jacod [29]. |

B.2.2 Continuous state branching processes and rescaled Galton-Watson processes.

We next recall converge theorems for rescaled Galton-Watson processes to integrable Continuous
State Branching Processes (CSBP for short). Recall that (Z;);c[o,0c) is an integrable CSBP if it is
a [0, 0o)-valued Feller Markovian process whose absorbing state is 0 and that satisfies E[Z;] < oo
for all ¢ € [0, 00); transition probabilities are characterised by a function v : [0, 00) — R called the
branching mechanism; 1) is necessarily the Laplace exponent of an integrable spectrally positive
process: namely, it is the form ¢ =1, g  as in (296). The branching mechanism characterises the
transition probabilities as follows: for all ¢, s, A € [0, 00),

t
(297) E[e 4] 2] =e %™ where up(A)=A — / W(us(\) ds.
0

Since 1) =104 g7 is as in (296), Y’(0+) = « and the equation on the right-hand side has a unique
solution. Since 1) is convex and since ¢)(0) = 0, it has at most one positive root; denote by ¢ the
largest root of v; then, the equation on the right hand side of (297) is equivalent to the following.

A dz
298 Vte[0,00), YAe (0, , =t
(298) el.oo) el [

95



This easily implies the following conditions of non-absorption in 0:

(299) P(3t:Z,=

We shall say that Z satisfies the Grey condition if it has a positive probability to be absorbed in 0,
namely if [*° dz/1(z) < oo; in that case, one can show that P(3¢: Z; = 0) = P(limy—c Z¢ = 0)
and if a.s. Zg ==, then we get:

—zv(t) . > dz
(300) P(Z,=0)=e where v satisfies =t.

w(t) ¥(2)

We refer to Bingham [15] for more details on CSBP. We next recall the following convergence result
from Grimvall [27].

Theorem B.11 (Theorems 3.1 & 3.4 [27]) Let a,, b, € (0,0), n €N, such that both a,, and by, /ay,
tend to co. For all n € N, let ., be a probability measure on N, let (Z;in))keN be a Galton-
Watson process with offspring distribution p,, and initial state Z" " = |a,|, and let (i) ken be an
i.i.d. sequence of r.v. with law p.,,. Then, the following assertions are equivalent.
(Brl): & Zlgkﬁbnj (C,? — 1) — Ry weakly on R, and R; is integrable and it has a spec-
trally positive infinitely divisible law whose Laplace exponent ).
(Br2): (& ZEZ t/a j)te[o o) (Zt)1efo,00) weakly on D([0, 00),R) and Z is an integrable
CSBP with branching mechanism .

Proof. See Theorem 3.1 p. 1030 and Theorem 3.4 p. 1040 in Grimvall [27]; in [27], b, /an = n,
however, the above extension is straightforward. ]

B.2.3 Height and contour processes of Galton-Watson trees.

Let (un)nen be a sequence of (sub)critical offspring distributions. For all u,,, we denote by T, a
Galton-Watson forest with offspring p,, as defined in Section 4.1.1. Recall from this section the
definition of the Lukasiewicz path the height and the contour processes of T,, that are denoted
respectively by (V ™) wen, (Hght " Jken and (cF " )tef0,00)- We shall use the following result from
Le Gall & D. [21].

Theorem B.12 Let X be an integrable («, 3, 7)-spectrally positive Lévy process, as defined at the
beginning of Section 6.3.1. Assume that o> 0 and that [*° dz /v .5 (2) <00, where o, 3 1 is given
by (296). Let H be the continuous height process derived from X by (45). Let a,,, b, € (0,00), n€N,
be two sequences tending to oo, for alln €N, let 'T,, be a GW( .y, )-forest, where iy, is a (sub)critical
offspring distribution. Let (Z ,(f") )ken be a Galton-Watson process with offspring distribution i, and
initial state Z§" = | a,|. We assume the following

weakly on R

(301) o X and ~ 36€(0,00), liminfP(Z!

|~b"J n—00 n—00 Lbné/a

,=0)>0.

Then, the following joint convergence holds true:

(302) (( Vg,ﬂ)te[o oy (55 thtLbntJ)te[O oy (55 Cﬁ?t)te[O,oo))
H,

m ((Xt)te[o,oo)v(

1)te(0,00)> (Hi/2)te0,00))

weakly on D([0,0),R) x C([0,0),R)? equiped with the product topology. We also get

(303) Vtel0,00), lim P( Lb t/a J_O) =D where /OOdZ =t.
n—o0 neem v(t) ¢a,6,w(z)
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Proof. Convergence (302) is a direct consequence of Corollary 2.5.1 in Le Gall & D. [21], Chapter
2, p. 69. Moreover, set v, = inf {k € N: VT (k) = —|a,|}. Then, sup; <., Hght™ (k) is the
total height of the |ay, | first independent Galton-Watson trees 0Ty, . . ., 0|4, ) Tn- It is easy to
deduce from the joint convergence (302) and Lemma B.3 (4i7) that

P(ng)t/a | =0) :P< sup Hght, " < Lbnt/anj) 4>P(supH5§t> =P(Z,=0),
nem 1<k<vn n—+00 s€[0,7]
where v =inf{t € [0,00) : X; < —1} and where Z is a CSBP with branching mechanism v, g .
Then, (300) implies (303). |

C Maetric spaces: pinching, coding and convergence.

C.1 Pinched metric spaces and their fractal dimensions.

Let (E,d) be a metric space. We briefly recall from section 2.2.2 the definition of pinched met-
rics: for all i € {1,...,p}, let (w;,y;) € E?; set I = ((w4,:))1<i<p; let € € [0,00). Set
Ag={(z,y);z,y€ E} and for all e=(z,y) € Ap, we set e=x and e=y. A path y joining x to y
is a sequence of e1,...,e, € Ap suchthate; =z, e, =y and ¢; =¢,; ¢, forallie {1,...,q — 1}.
Next, we set Ay = {(x;, ¥i), (¥i, xi); 1 <i <p} and we define the length [, of an edge e by setting
le=eNd(e,€) if e€ Apy and [ =d(e, €) otherwise. The length of a path y=(ey, ..., e,) is given by
U(7) =>_1<i<q le;- Then, recall from (52), that the (II, £)-pinched pseudo-distance between x and
y in E is given by dry - (x, y) =inf{l(~y); 7y is a path joining = to y}. We easily check that

(304) drre(z,y)=d(z,y) A min { L(y); v=(€0,€(s---y€r—1,€n_1,€r),
a path joining x to y such that 66, - e;_l €A and r §p}.

Clearly, dr - is a pseudo-metric and we denote the equivalence relation dry . (z, y) =0 by x =1 - ¥;
the quotient space E/=rt . equipped with dy . is the (II, ¢)-pinched metric space associated with
(E,d). Recall that cry . : E— E /=1 - stands for the canonical projection that is 1-Lipschitz. Note
of course that if € >0, then dy . is a true metric on E, which is obviously identified with E'/=t .
and oy ¢ is the identity map on E.

Next, set S = {z;,y;;1 <i <p} and for all € E, set d(x, S) = minycg d(z,y). Then, (304)
immediately entails that

(305) Vz,yeE, d(z,y)<d(z,S)+d(y,S) = d(z,y)=dn.(z,y).

Then, for all 7 € (0, 00), denote by By(x,r) (resp. by Bay (@ e(),7)) the open ball in (E, d)
(resp. in (E/ =m,,dme)) with center x (resp. wm(z)) and radius r. Then, (305) entails the
following: if z € E\S and if 0 <r < 1d(z, S)), then

(306) wne: Ba(x,7) = Bay (@i e(z), ) is a sujective isometry.

Namely, outside the pinching points, the metric is locally unchanged.

We now prove a result on Hausdorff and packing dimensions that is used in the proof of Proposi-
tion 2.8. To that end, we suppose that there exists (Fy, d), a compact metric space such that £ C Ejy
and such that E is a compact subset of Fy. To simplify notation we set (E',d’, @) = (E/=m,
,drie, wnyg). We denote by dimy and dimy, resp. the Hausdorff and the packing dimensions.

Lemma C.1 We keep the notations from above. We first assume that dimy(Ey) € (0,00) and
dimy,(Ep) € (0,00). Let a € (0, dimy(Ey)) and be (0, dim,(Ey)); we assume that there is a finite
measure mg on the Borel subsets of Eqy such that my(E) >0 and

(307)  for mg-almost all x € Fy lim sup mO(B;law <oo and lim i(r)1f ﬂm(B;lIW
r—0 r—

Then, a <dimy(E") <dimg(Ey) and b<dim,(E") <dim,(Ep).

< Q.
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Proof. Since w is Lipschitz, dimyg(E") < dimy(F) < dimy(FEy), with the same inequality for
packing dimensions. We set m =mg(- N E) and m’ =m o ! that is the pushforward measure
of m via w. Since m(E) > 0, (307) holds true with mg replace by m. Observe that (307) implies
that mq has no atom. Thus, m has no atom and since there is a finite number of pinching points,
(306) entails that (307) holds true for m’ which entails dimg (E’) > a and dimp, (E’) > b by standard
comparison results on Hausdorff and packing measures due to Rogers & Taylor in [37] (Hausdorff
case) and Taylor & Tricot in [38] (packing case) in Euclidian spaces and that have been extended in
Edgar [23] (see Thm 4.15 and Proposition 4.24 for the Hausdorff case and see Theorem 5.9 for the
packing case). ]

C.2 Proof of Lemma 2.10.

Let h,h' : [0,00) — [0,00) be two cadlag processes. Recall from (48) the definition of ¢;, and
(p; we assume that (;, and (j are finite. Recall from Section 2.2.2 the definition of the rooted
measured tree-like metric spaces coded by a function. We assume that 4 and A’ are as in (a) or (b) in
Remark 2.3, namely, either a pure-jump function with finitely many jumps, or a continuous function.
Consequently, T}, and T}, are compact spaces. Let IT = ((s;,t;))1<i<p and II' = ((s}, 1)) 1<i<p be
two sequences such that 0 <s; <t; < and 0 < s} <t. < (3 let e,&’ €[0,00). We assume that
d€(0,00) is such that

(308) Vie{l,....p}, |si—s}|<d and |t;—tj|<0.

Recall from (53) the definition of the pinched (compact measured) metric spaces G := G/(h, 1, ¢)
and G":=G(h',Il',’). We want to prove that

(309) denp(G,G') < 6(p+ 1) ([|h=1]|c +ws(h)) + 3p(eVe") + G =G|

where dgprp stands for the pointed Gromov-Hausdorff-Prohorov distance (see (63) for a definition),
where w;(h) =max {|h(s)—h(t)|; s,t€[0,00): [s—t| <&} and where ||-||o stands for the uniform
norm on [0,00). Note that h or h’ are not necessarily continuous. Several key arguments of the
proofs can be found in Le Gall & D. [22] (Lemma 2.3, p. 563), Addario-Berry, Goldschmidt &
Broutin [2] (Lemma 21, p. 390) and Abraham, Delmas & Hoscheit [1] (Proposition 2.4); therefore
our proof is brief.

We get (308) by bounding the distorsion of an explicit correspondence between G and G'.
Namely, recall that a correspondence R between the two metric spaces (F,d) and (E’,d’) is a
subset R C ExE’ such that for all (z,2') € EXE', RN ({x}xE’) and RN (Ex{x'}) are not empty;
the distorsion of R is then given by dis(R) =sup{|d(z, y)—d(z',y)|; (z,2") €R, (y,y') ER}. We
first define a correspondence between T}, and T}, Recall that py, : [0, () — T, and py 2 [0, ) — Thy
are the canonical projections and recall that the roots are defined by pp,(0) = pp, and pp/(0) = pp.
We first set

Ro={(pn(t), pr(t)); t€[0,00) } U {(pn(si), o (s7)), (pn(ts), o (£7)); 1<i <p},

where we have adopted the convention that p, = pp,(t) if t > (, and ppr = pp(t) if ¢ > (e
indeed, recall that for all ¢ > ¢, (resp. t > (i), h(t) =0 (resp. h'(t) = 0), which implies ¢ ~p, 0
(resp. t ~p 0). Then, Ry is clearly a correspondence between (T}, dy) and (T}, dp/) and we easily
check that dis(Ro) < 4([|h—H||oc + ws(h)).

We next set IT = ((ph(si),ph(ti)»lgigp and IT' = ((ph/(s;),phr (té)))lgigp; recall that (G, d)
(resp. (G', d")) stands for the (II, )-pinched metric space associated with (7}, dj, ) (resp. the (IT', ¢)-
pinched metric space associated with (7}, dj/)); recall that d = dy - (resp. d = dpy o) is given by
(304); we denote by w: Ty, — G and @’ : Tjy — G’ the canonical projections and we set

R = {(w(x), @' (2')); (z,2") €Ro} .
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It is easy to check that R is a correspondence between (G, d) and (G’,d’). Moreover, since the
pinched metric can be expressed by finite sums as in (304) with at most 2p + 1 terms, we easily
check that

dis(R) < (p + 1)dis(Ro) + 2p(eVe') < 4(p + 1) (|h—h'llsc+ ws(h)) + 2p(eVe') .

We next construct an ambient space into which G and G’ are embedded: we first set £ =G LG’
and we define d : E? — [0, c0) as follows: first dpjaxq=4d, dg|g/xq =d and for all x € G and
all 2’ e G,

dg(z,') = inf {d(z,2) + 3dis(R) + d'(¢',2) ; (z,2') R} .

Standard arguments easily imply that dg is a distance on E. Note that the inclusion maps of resp. G
and G’ into E are isometries. Since G' and G’ are compact, so is (E,dg). Moreover, we easily
check that d}12(G, G') < +dis(R). Recall that p=ww(py,), that o' =’ (ps) and that (p, p’) € R;
thus, dg(p, p') < +dis(R).

Denote by M ;(E) the space of finite Borel measures; recall that for all 41, v € Mf(E), their
Prohorov distance is 57 (i, v) = inf{n € (0,00) : v(K) < p(K") +n and p(K) < v(K") +
n, forall K C E compact}; here, K" = {y € E : dg(y, K) <n}. Recall that m (resp. m') is the
pushforward measure of the Lebesgue measure Leb on [0, () (resp. on [0, (p/)) via the function
wopy (resp. @' opps). Let K C G be compact; set C' = (wopy) L(K) N [0,¢]: if h is a pure-
jump function with finitely many jumps, C' is a finite union of half-open half closed intervals; if h
is continuous, so is wopy, and C' is also a compact of [0, (). We next set C' = [0, ;] N C and
K'=w'opy, (C"): if 1/ is continuous, then K is a compact subset of G'; if i’ is pure-jump function
with finitely many jumps, then K’ is a finite subset of G’: it is also a compact subset. Note that
C' C (@ opp )~ H(K'). Thus, we get

m(K) = Leb(C) < Leb(C") + [¢p—Cp | < Leb((@opn ) T (K')) + |G| = m! (K') + | G—Ce .-

Then, observe that for all 2’ € K, there is x € K such that (z, 2') € R, which implies dg(z,z") <
$dis(R). It implies that K’ C K", where n = +dis(R). By exchanging the roles of m and m/, we
get dor°(m, m’) < 1dis(R) + ¢, — (|- Thus,

Saup(G, @) < A (G, &) + du(p, p') + di°(m,m') < 3dis(R) + [¢h—Cw|

which entails (309). This completes the proof of Lemma 2.10. |
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