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#### Abstract

We give an explicit construction of the scaling limit of the minimum spanning tree of the complete graph. The limit object is described using a recursive construction involving the convex minorants of a Brownian motion with parabolic drift (and countably many i.i.d. uniform random variables); we call it the Brownian parabolic tree.

Aside from the new representation, this point of view has multiple consequences. For instance, it permits us to prove that its Hausdorff dimension is almost surely 3. It also intrinsically contains information related to some underlying dynamics: one notable by-product is the construction of a standard metric multiplicative coalescent which couples the scaling limits of random graphs at different points of the critical window in terms of the same simple building blocks.

The above results actually fit in a more general framework. They result from the introduction of a new family of continuum random trees associated with functions via their convex minorants, that we call convex minorant trees. We initiate the study of these structures in the case of Brownian-like paths. In passing, we prove that the convex minorant tree of a Brownian excursion is a Brownian continuum ranndom tree, and that it provides a coupling between the Aldous-Pitman fragmentation of the Brownian continuum random tree and its representation by Bertoin.


## 1 Introduction

### 1.1 Main results

For a connected graph $G=(V, E)$, together with distinct positive weights associated to the edges, the minimum weight spanning tree is the unique connected spanning subgraph of $G$ that minimizes the total sum of the edge weights. The classical random model consists in taking the complete graph on $[n]:=$ $\{1,2, \ldots, n\}$ and independent and identically distributed (i.i.d.) random weights $w_{e}, e \in\binom{[n]}{2}$, uniform on $[0,1]$. Then let $M_{n}$ denote the corresponding minimum spanning tree (MST) rooted at $\rho_{n}=1$. It has been proved by Addario-Berry, Broutin, Goldschmidt, and Miermont [4] that, seen as a metric space, $M_{n}$ admits a scaling limit in the following sense: Let $d_{n}$ be the graph distance on $M_{n}$, let $\mu_{n}$ be the counting measure on $[n]$. Then, there exists a (non-trivial) compact measured metric space $(\mathscr{M}, d)$, a point $\rho \in \mathscr{M}$, and a Borel probability measure $\mu$ on $(\mathscr{M}, d)$ such that

$$
\begin{equation*}
\left(M_{n}, n^{-1 / 3} d_{n}, n^{-1} \mu_{n}, \rho_{n}\right) \underset{n \rightarrow \infty}{\longrightarrow}(\mathscr{M}, d, \mu, \rho) \tag{1}
\end{equation*}
$$

in distribution, in the sense of Gromov-Hausdorff-Prokhorov. The main result of this paper is to provide an explicit representation of the measured metric space $(\mathscr{M}, d, \mu)$ using a Brownian motion, and a countable collection of i.i.d. uniform random variables, and to initiate the study of some of its properties and consequences. To do so, we introduce a new general class of tree-like structures constructed from functions in a way that differs from the classical contour function encoding.

[^0]The study of trees and their encoding has a long history. A prominent example is the now classical encoding of trees from a height or contour function which defines a tree-like metric $d$ from a continuous function using the recursive structure of its level sets. The representation is intimately related to branching processes and fragmentations related to heights, and thus to the process of local times of the height function [47, 49, 54]. Notable examples include the Brownian continuum random tree [11] seen as encoded by a Brownian excursion [12, 48], and Lévy trees [49].

Our construction differs radically. The tree will be associated to a continuous function $\omega$ defined on an interval $D \subseteq \mathbb{R}$ using the tree-like structure of the family of greatest convex minorants of the graph of $\omega$ on the intervals $[0, x], x \in D$. Furthermore, while the classical height function encoding provides a metric $d_{\omega}$ that is continuous on $D^{2}$, the metrics we construct are discontinuous at every local minimum, and the information contained in the encoding function is greatly shuffled when $\omega$ is irregular. We nonetheless hope to demonstrate that the proposed construction provides a convincing point of view for a number of natural problems involving dynamics, in particular those related to remarkable coalescent and fragmentation processes.

In the present paper, we focus on the very specific case of Brownian like functions, but the reader will easily be convinced that the procedure should apply more generally to càdlàg functions that have only positive jumps such as spectrally positive Lévy processes which will be studied elsewhere. We will in particular define a convex minorant tree $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ from a Brownian excursion $\mathrm{e}=\left(\mathrm{e}_{s}\right)_{s \in[0,1]}$ and an independent family of uniform random variables $\mathbf{U}=\left(U_{i}\right)_{i>1}$. Formally, CMT(e, U) will be a compact pointed measure metric space that we initially define together with a metric $d$ on $[0,1]$.

Defining $\operatorname{CMT}(e, \mathbf{U})$ is an important building block towards the definition of our main object of interest, where we replace the Brownian excursion e by another Brownian-like path. Let $\left(W_{s}\right)_{s \geq 0}$ be a standard (linear) Brownian motion on $\mathbb{R}_{+}$and for $\lambda \in \mathbb{R}$, and $s \geq 0$, define the Brownian motion with parabolic drift by

$$
\begin{equation*}
X_{s}^{\lambda}=W_{s}-\frac{s^{2}}{2}+\lambda s \tag{2}
\end{equation*}
$$

We usually write $X:=X^{0}$ when $\lambda=0$. Our main result is the following:
Theorem 1.1. As $n \rightarrow \infty$, we have the following convergence in distribution for the Gromov-HausdorffProkohorov topology.

$$
\left(M_{n}, n^{-1 / 3} d_{n}, n^{-1} \mu_{n}, \rho_{n}\right) \xrightarrow[n \rightarrow \infty]{ } \operatorname{CMT}(X, \mathbf{U}) .
$$

We call $\mathrm{CMT}(X, \mathbf{U})$ the Brownian parabolic tree. In particular, the limit appearing in (1) is such that

$$
(\mathscr{M}, d, \mu, \rho) \stackrel{d}{=} \operatorname{CMT}(X, \mathbf{U})
$$

Its structure and properties provide a way to make explicit computations. For instance, the Hausdorff dimension of $(\mathscr{M}, d)$ was still unknown, and we show directly

Theorem 1.2. Almost surely, the space $\operatorname{CMT}(X, \mathbf{U})$ is compact and has Hausdorff dimension 3.
$\mathrm{CMT}(\mathrm{e}, \mathbf{U})$ is one of the central objects of this paper, together with its variants. The following results can be seen as consequences of Theorem 1.1. For a natural number $s \geq 0$, we let $C_{n}^{s}$ denote a uniformly random connected graph on $[n]$ with $n-1+s$ edges. Assuming that the edge weights on this component are i.i.d. uniform on $[0,1], C_{n}^{s}$ possesses an a.s. unique minimum spanning tree that we denote by $T_{n}^{s}$. It is a consequence of [4] that, for any $s \geq 0$, the graphs $T_{n}^{s}$ considered as metric spaces equipped with the graph distance $d_{n}^{s}$ and the counting measure on the nodes $\mu_{n}^{s}$ have a limit when suitably rescaled. The following theorem provides an explicit representation of these limits. For $s \geq 0$, let $\mathrm{e}^{(s)}$ be a process on $[0,1]$ whose distribution is characterized by (for all $f: \mathcal{C}([0,1]) \rightarrow \mathbb{R}$ bounded continuous)

$$
\mathbf{E}\left[f\left(\mathrm{e}^{(s)}\right)\right]=\frac{\mathbf{E}\left[f(\mathrm{e}) \cdot\left(\int_{0}^{1} \mathrm{e}(u) d u\right)^{s}\right]}{\mathbf{E}\left[\left(\int_{0}^{1} \mathrm{e}(u) d u\right)^{s}\right]},
$$

where e is a standard normalized Brownian excursion.

Theorem 1.3. For any natural number $s \geq 0$, we have the following convergence in distribution for the Gromov-Hausdorff-Prokhorov topology:

$$
\left(T_{n}^{s}, n^{-1 / 2} d_{n}^{s}, \mu_{n}^{s}\right) \underset{n \rightarrow \infty}{ } \operatorname{CMT}\left(\mathrm{e}^{(s)}, \mathbf{U}\right)
$$

In particular, for $s=0$, this implies that $\mathrm{CMT}(\mathrm{e}, \mathbf{\mathrm { U }})$ is a Brownian continuum random tree.
The last claim when $s=0$ follows from simple observations: first $\mathrm{e}^{(0)}$ is simply a standard Brownian excursion; second $T_{n}^{0}=C_{n}^{0}$ since the latter is already a tree, which must then be uniform, and it is well-known that such trees converge to the Brownian continuum random tree [11, 12, 48].

Let us to back to the case of the Brownian motion with parabolic drift $X$. The construction of the convex minorant tree inherently captures some hidden dynamics. The explanation shall come later, and we will for now only present some facts. For $\lambda \in \mathbb{R}$ and $t \geq 0$, let

$$
B_{t}^{\lambda}:=X_{t}^{\lambda}-\underline{X}_{t}^{\lambda} \quad \text { and } \quad Z^{\lambda}=\left\{s \in \mathbb{R}_{+}: B_{s}^{\lambda}=0\right\}
$$

The process $\left(Z^{\lambda}\right)_{\lambda \in \mathbb{R}}$ is non-increasing for the inclusion, and therefore induces a coalescent of $\mathbb{R}_{+}$: the intervals of $\mathbb{R}_{+} \backslash Z^{\lambda}$ can be a.s. indexed in decreasing order of their lengths as $\gamma^{\lambda}=\left(\gamma_{1}^{\lambda}, \gamma_{2}^{\lambda}, \ldots\right)$. It is known $[17,24]$ that the process of the lengths of the intervals $\left(\left|\gamma^{\lambda}\right|\right)_{\lambda \in \mathbb{R}}$ is the standard multiplicative coalescent constructed by Aldous [14]. However, the space $\operatorname{CMT}(X, \mathbf{U})$ being constructed as $(\mathscr{M}, d, \mu, \rho)$ from the completion of a random metric $d$ on $\mathbb{R}_{+}$, it comes with a canonical injection $\pi: \mathbb{R}_{+} \rightarrow \mathscr{M}$ that allows to transport $Z^{\lambda}$ into $\mathscr{M}$. As a consequence, as $\lambda$ varies, the points of $Z^{\lambda}$ actually also induce a coalescent/fragmentation of $\operatorname{CMT}(X, \mathbf{U})$ in the sense that $\pi\left(Z^{\lambda}\right)$ is a non-increasing set of points in $\mathscr{M}$. We shall now explore more precisely this process.

In the construction of $\operatorname{CMT}(X, \mathbf{U})$, the entries in $\mathbf{U}$, which are i.i.d. uniform random variables, are assigned to the local minima of $X$. For an interval $I \subseteq \mathbb{R}_{+}$, let $\left.\mathbf{U}\right|_{I}$ denote the sequence of those entries that are assigned to local minima lying in $I$ (in the same order as in $\mathbf{U}$ ). For each $i \geq 1$, let

$$
\tilde{e}_{i}^{\lambda}(s):=B^{\lambda}\left(s+\inf \gamma_{i}^{\lambda}\right) \mathbf{1}_{0 \leq s \leq\left|\gamma_{i}^{\lambda}\right|} .
$$

Let $\mathfrak{F}^{\lambda}=\left(\operatorname{CMT}\left(\tilde{e}_{i}^{\lambda},\left.\mathbf{U}\right|_{\gamma_{\hat{i}}}\right), i \geq 1\right)$ be the collection of convex minorant trees of the excursions $\tilde{e}_{i}^{\lambda}$, $i \geq 1$. Let now $\mathcal{S}$ be an independent Poisson point process with intensity a half on $\mathbb{R}_{+} \times \mathbb{R}_{+} \times \mathbb{R}$. There exists a measurable function of $(X, \mathbf{U}, \mathcal{S})$ that yields, for each $\lambda \in \mathbb{R}$, a collection of measured metric spaces $\mathfrak{G}^{\lambda}$ obtained from $\mathfrak{F}^{\lambda}$ by identifying the points $\pi(x)$ and $\pi(y)$ for each $(x, y, t) \in \mathcal{S}$ such that $t \leq \lambda$ and no point of $Z^{t}$ lies in the closed interval between $x$ and $y$ (i.e., $x$ and $y$ are in the same interval of the fragmentation at time $t$ ). Almost surely, there are only finitely many points of $\mathcal{S}$ satisfying these constraints for each $\lambda \in \mathbb{R}$ and $i \geq 1$.

We now define some discrete analogs, which are more classical. Let $E^{n}$ denote $\binom{[n]}{2}$. For each $p \in[0,1]$ write $E_{p}^{n}:=\left\{e \in E^{n}: w_{e} \leq p\right\}$ so that the graph $G(n, p)=\left([n], E_{p}^{n}\right)$ is a classical ErdősRényi random graph, and the process $\left(G_{n}^{p}\right)_{p \in[0,1]}$ is non-decreasing (in the sense of inclusion of edge sets). The regime of interest is the one when

$$
\begin{equation*}
p=p_{n}(\lambda):=\frac{1}{n}+\frac{\lambda}{n^{4 / 3}} . \tag{3}
\end{equation*}
$$

Let $C_{i}^{n, \lambda}$ be the $i$-th largest connected component of $G\left(n, p_{n}(\lambda)\right)$, breaking ties using the minimum label. Let $\mathfrak{G}^{n, \lambda}=\left(\mathfrak{G}_{i}^{n, \lambda}, i \geq 1\right)$, where

$$
\mathfrak{G}_{i}^{n, \lambda}=\left(C_{i}^{n, \lambda}, n^{-1 / 3} d_{i}^{n, \lambda}, n^{-2 / 3} \mu_{i}^{n, \lambda}\right)
$$

denotes the corresponding measured metric space, where $d_{i}^{n, \lambda}$ is the graph distance, and $\mu_{i}^{n, \lambda}$ denote the counting measure on (the vertex set of) $C_{i}^{n, \lambda}$. One may similarly define the minimum spanning forest $\mathfrak{F}^{n, \lambda}=\left(\mathfrak{F}_{i}^{n, \lambda}, i \geq 1\right)$, where

$$
\mathfrak{F}_{i}^{n, \lambda}=\left(C_{i}^{n, \lambda}, n^{-1 / 3} \delta_{i}^{n, \lambda}, n^{-2 / 3} \mu_{i}^{n, \lambda}\right)
$$

and $\delta_{i}^{n, \lambda}$ is the graph distance on the minimum spanning tree of $C_{i}^{n, \lambda}$ (constructed from the same collection of weights $\left(w_{e}\right)$ ).

Then the processes $\left(\mathfrak{F}^{\lambda}\right)_{\lambda \in \mathbb{R}}$ and $\left(\mathfrak{G}^{\lambda}\right)_{\lambda \in \mathbb{R}}$ enjoy some continuum Kruskal and Erdős-Rényi dynamics reflecting the evolution of $\mathfrak{F}^{n, \lambda}$ and $\mathfrak{G}^{n, \lambda}$, respectively, in following sense:

Theorem 1.4. For each $\lambda$, and each $i \geq 1, \mathfrak{F}_{i}^{\lambda}$ is isometric to the subet of $\mathscr{M}$ induced by $\gamma_{i}^{\lambda}$. Furthermore we have, for any $k \geq 1$ and $\lambda_{1}<\lambda_{2}<\cdots<\lambda_{k}$, jointly

$$
\begin{aligned}
&\left(\mathfrak{G}^{n, \lambda_{1}}, \mathfrak{G}^{n, \lambda_{2}}, \ldots, \mathfrak{G}^{n, \lambda_{k}}\right) \longrightarrow{ }_{n \rightarrow \infty}\left(\mathfrak{G}^{\lambda_{1}}, \mathfrak{G}^{\lambda_{2}}, \ldots, \mathfrak{G}^{\lambda_{k}}\right) \quad \text { and }, \\
&\left(\mathfrak{F}^{n, \lambda_{1}}, \mathfrak{F}^{n, \lambda_{2}}, \ldots, \mathfrak{F}^{n, \lambda_{k}}\right) \xrightarrow[n \rightarrow \infty]{ }\left(\mathfrak{F}^{\lambda_{1}}, \mathfrak{F}^{\lambda_{2}}, \ldots, \mathfrak{F}^{\lambda_{k}}\right),
\end{aligned}
$$

in distribution, where, in each case, the convergence holds with respect to the product Gromov-HausdorffProkhorov topology on sequences of measured metric spaces.

Theorem 1.4 provides an explicit coupling for the standard metric coalescent dynamics constructed by Rossignol in [62] (see also [6]). In particular, this shows that $\operatorname{CMT}(X, \mathbf{U})$ is the right object to lift the multiplicative coalescent defined by Aldous to the level of metric spaces (as well as its augmented version [22]). We are not interested here in verifying that there is indeed a natural Markov semigroup acting on measured metric spaces that formalizes these dynamics; such a Markov processes is constructed and studied in [6] (see also [35]).

There is also an analog to Theorem 1.4 replacing $\operatorname{CMT}(X, \mathbf{U})$ by $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ which is relevant to the additive coalescent. The following notation are intentionally similar to that used previously; it shall always be clear to which case we refer. For each $\lambda \leq 0$, let $\mathrm{e}^{\lambda}(s)=\mathrm{e}(s)+\lambda s$, and $\underline{\mathrm{e}}^{\lambda}(s)=\inf \left\{\mathrm{e}^{\lambda}(r)\right.$ : $0 \leq r \leq s\}$. Write $Z^{\lambda}=\left\{s \in[0,1]: \mathrm{e}^{\lambda}(s)=\underline{\mathrm{e}}^{\lambda}(s)\right\}$. The process $Z^{\lambda}$ is non-increasing in $\lambda$ and induces a coalescent of $[0,1]$, as $\lambda$ varies in $(-\infty, 0]$. Let $\left(\gamma_{i}^{\lambda}\right)_{i \geq 1}$ denote the sequence of lengths of the intervals of $[0,1] \backslash Z^{\lambda}$, in decreasing order. It is known since the results of Bertoin [20] that the process $t \mapsto\left(\gamma_{i}^{-t}\right)_{i \geq 1}$ for $t \geq 0$ is the fragmentation dual to the standard additive coalescent introduced by Aldous and Pitman [15]. Just as before $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ is a random measured real tree $\mathfrak{T}=(\mathscr{T}, d, \mu)$ defined through the completion of a random metric $d$ on $[0,1]$, and we let $\pi:[0,1] \rightarrow \mathscr{T}$ denote the canonical injection. This allows one to transport $Z^{\lambda}$ in $\mathscr{T}$ and therefore, to see $\mathscr{T} \backslash \pi\left(Z^{-t}\right), t \geq 0$, as a fragmentation of $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$.

Formally, for each $\lambda \leq 0$ and $i \geq 1$, let

$$
\mathrm{e}_{i}^{\lambda}(s):=\left(\mathrm{e}^{\lambda}\left(\inf \gamma_{i}^{\lambda}+s\right)-\underline{\mathrm{e}}^{\lambda}(s)\right) \mathbf{1}_{0 \leq s \leq\left|\gamma_{i}^{\lambda}\right|} .
$$

Let $\mathfrak{T}_{i}^{\lambda}:=\operatorname{CMT}\left(\mathrm{e}_{i}, \mathbf{U}_{i}^{\lambda}\right)=\left(\mathscr{T}_{i}^{\lambda}, d_{i}^{\lambda}, \mu_{i}^{\lambda}\right)$. The following theorem provides an explicit coupling between the representations of the fragmentation that is dual to the additive coalescent due to Aldous \& Pitman on the one hand [15], and to Bertoin [20] on the other. It also provides another point of view on some recent results of Kortchemski and Thévenin [45]. Define $\mathcal{P}:=\left\{(\pi(x),-\lambda): x \in Z^{\lambda-} \backslash Z^{\lambda}, \pi(x) \in\right.$ $\operatorname{Skel}(\mathscr{T}), x \in[0,1], \lambda \leq 0\}$, where $\operatorname{Skel}(\mathscr{T})$ is the skeleton of $\mathscr{T}$ that we define here as the set of points $u \in \mathscr{T}$ such that $\mathscr{T} \backslash\{u\}$ has at least two connected components.

Theorem 1.5 (Aldous-Pitman vs Bertoin). Let e be a normalized Brownian excursion and recall that $\mathfrak{T}=(\mathscr{T}, d, \mu)=\operatorname{CMT}(\mathrm{e}, \mathbf{U})$. Almost surely, for all $\lambda \leq 0$ and all $i \geq 1, \mathfrak{T}_{i}^{\lambda}$ is isometric to the subtree of $\mathscr{T}$ induced by $\gamma_{i}^{\lambda}$. Furthermore
i) for each $\lambda \leq 0$ and each $i \geq 0,\left|\gamma_{i}^{\lambda}\right|=\mu\left(\mathscr{T}_{i}^{\lambda}\right)$,
ii) conditionally on $(\mathscr{T}, d), \mathcal{P}$ is a Poisson point process of unit intensity on $\operatorname{Skel}(\mathscr{T}) \times \mathbb{R}_{+}$.

Hence, the process $\left(\gamma^{-t}\right)_{t \geq 0}$ is precisely the Aldous-Pitman fragmentation of the Brownian CRT $\mathfrak{T}$.

### 1.2 Motivation and history of related results

It was already known from the work of Addario-Berry, Broutin, Goldschmidt, and Miermont [4] that $\mathfrak{M}_{n}=\left(M_{n}, n^{-1 / 3} d_{n}, n^{-1} \mu_{n}, \rho_{n}\right)$ converges in distribution. The proof relies on a Cauchy sequence
argument for the distribution of $\mathfrak{M}_{n}$, and is thus essentially existential. In particular, it does not provide an explicit construction of the limit. The novelty of Theorem 1.1 lies in the identification of the limit as the convex minorant tree $\operatorname{CMT}(X, \mathbf{U})$. Note that, by results of Addario-Berry and Sen [8], this is also the scaling limit of random 3-regular graphs.

About the scaling limit of $\mathfrak{M}_{n}$. In order to understand the underlying issues, let us be more specific about the approach used in [4]. The general idea is to analyse the minimum spanning tree using Kruskal's algorithm [46]. This algorithm proceeds by adding the edges by increasing order of weights to an initially empty graph, provided doing so does not create a cycle. Since in the random setting, the order is uniformly random, the (conditional) distribution according to which the edges are added at each step is straightforward, and the difficulty consists in avoiding the cycles. So one may try to first add edges regardless of whether they create cycles or not, with the hope to be able to deal with that issue later on. One shall do this up to a threshold for the weights that ensures that there are not too many cycles (or dealing with them would be hard), but that the connected components are already fairly large (or we have basically gathered no information). These two competing constraints lead to the choice of keeping only edges with weight at most $p_{n}(\lambda)=\frac{1}{n}+\lambda n^{-4 / 3}$ with $\lambda \in \mathbb{R}$ large.

This $p_{n}(\lambda)$ happens to be precisely the critical window of the random graphs. The scaling limit of $G\left(n, p_{n}(\lambda)\right)$, seen as the sequence of compact metric spaces $\mathfrak{G}^{n, p_{n}(\lambda)}$ is known from the results of Addario-Berry, Broutin, and Goldschmidt [2] who built on the pioneering work of Aldous who had previously obtained the scaling limit for the vector of the sizes of the connected components [14]. The analysis in [4] relies on the fact that, (1) given a connected component of the random graph, one may obtain a tree distributed like its minimum spanning tree by breaking cycles randomly (removing uniformly edges, unless they disconnect the component), and (2) that a similar procedure works on the scaling limit. This forward/backward procedure provides some geometric information but it is inherently tricky to track it precisely. This explains why it does not lead to an explicit construction of the limit in terms of simple building blocks, or also why the Hausdorff dimension (Proposition 5.5) remained unknown. Furthermore, this approach is fundamentally incapable of providing any result about the behavior at different times, since the cycle breaking procedure removes all cycles.

Related results on the MSt. Let us mention that Angel and Senizergues are currently finishing a paper in which they study the scaling limit of the local limit of $M_{n}$, that was described by AddarioBerry [7]. As the local weak limit of $M_{n}$ is an infinite tree, their object $\mathcal{M}$ is not compact; still $\mathcal{M}$ has Hausdorff dimension 3, and it also seems to be the local limit of $\operatorname{CMT}(X, \mathbf{U})$. It is our understanding that they also plan to study a "mesoscopic" limit that would be an analog to the self-similar CRT of Aldous [10] for $\mathfrak{M}_{n}$.

About the scaling limit of random graphs. It is known that the critical random graphs have a scaling limit [2], which has been constructed for each $\lambda \in \mathbb{R}$ in [2] (see also [1]): for each $i \geq 1$, a connected component is built as the tree with height process $\tilde{e}_{i}^{\lambda}$, in which cycles are created by identifying pairs of points whose locations are given by a Poisson point process under $\tilde{e}_{i}^{\lambda}$. The tree is genuinely different from $\operatorname{CMT}\left(\tilde{e}_{i}^{\lambda},\left.\mathbf{U}\right|_{\gamma_{i}^{\lambda}}\right)$ that we use here. However, the marginals described in Theorem 1.4 of course correspond. For instance, the number of pairs of points that are identified must have the same distribution conditionally on the excursion. One quickly verifies that (Lemma A.3), for $\lambda \in \mathbb{R}$ and $i \geq 1$, the average number of pairs given $\tilde{e}_{i}^{\lambda}$ (which also determines all the $\gamma_{j}^{r}$ which are subsets of $\gamma_{i}^{\lambda}$ ), is

$$
\int_{\gamma_{i}^{\lambda}} \tilde{e}_{i}^{\lambda}(s) d s=\frac{1}{2} \int_{-\infty}^{\lambda} \sum_{j \geq 1}\left|\gamma_{j}^{r}\right|^{2} \mathbf{1}_{\gamma_{j}^{r} \subseteq \gamma_{i}^{\lambda}} d r
$$

The spanning subtree used in [2] is discovered by a depth-first search; quite recently, Miermont and Sen [55] have studied the construction of these scaling limits from a breadth-first exploration. The procedures used in $[2,14,55]$ are not consistent as $\lambda \in \mathbb{R}$ varies, and the objects obtained for two different values of $\lambda$ have no reason to be close, and do not relate simply to any dynamics.

About the limit Erdős-Rényi and Kruskal dynamics. Since there is an obvious process version for the entire structure at the discrete level, the question of the dynamics for the limit objects (continuum forests or graphs) is quite natural. First it is known from results of Armendariz [17] and Broutin and Marckert [24] that the process $X=X^{0}$ defined in (2) encodes the standard multiplicative coalescent, and thus permits to obtain a coupling of the limit of the sizes of the connected components (see also [51]). A minor modification also yields a coupling of both the sizes and the number of extra edges via an explicit construction of the augmented multiplicative coalescent constructed by Bhamidi, Budhiraja, and Wang [22] (see also the recent point of view by Corujo and Limic [28, 29]). The metrics require the new point of view of the convex minorant tree. We emphasize that what we mean here by dynamics is a process in $\lambda$ whose marginals are the scaling limits for fixed $\lambda$, and that we do not consider the question of the existence of nice Markov semigroup acting on sequences of compact measured metric spaces; this question is addressed in [6, 62].

Let us now say a few words about the case of the (standard) additive coalescent. It was first introduced by Aldous and Pitman [15] as the time reversal of the fragmentation process where a Brownian continuum random tree is split as time goes using a Poisson point process. Bertoin [20] then observed that one obtains the same fragmentation process by cutting the unit interval at the times where a Brownian excursion plus an increasing linear drift touches its running infimum. These two constructions have been connected in a number of ways at the discrete level, starting with Chassaing and Louchard [26] who used a representation based on hashing with linear probing [43, 44]; the construction of CMT(e, U) can be seen as a scaling limit for the tree appearing there. Broutin and Marckert [24] and Marckert and Wang [50] provide alternative approaches. Quite recently, the two processes have been coupled directly in the continuous by Kortchemski and Thévenin [45], just as Theorem 1.5. Let us also emphasize the fact that Theorem 1.5 is a by-product of the same construction used for Theorem 1.4: this shows that the standard additive and multiplicative coalescent are, even when considered at the enriched metric level, very strongly related since they are two versions of the same construction applied two different functions (e and $X$, respectively).

### 1.3 Intuition and techniques

We shall now try to convey the main ideas that underlie the construction of our scaling limits. The intuition comes from the discrete setting, and we shall explain why the relevant objects should have continuum analogs, and how these limits could be formally defined. There is no very simple axiomatic definition of the minimum spanning tree, at least none that seems suitable to a direct analysis, and one is lead to track the evolution of a construction algorithm in order to obtain the minimum spanning tree. While the construction in [4] relies on Kruskal's algorithm which grows a forest [46], our approach is based on a combination of algorithms by Kruskal and Prim [60], which grows a tree containing a given vertex.

Fix $n \geq 1$. Prim's algorithm proceeds as follows. Let $v_{1}=1$. We define the order of vertices $v_{2}, v_{3}, \ldots, v_{n}$ iteratively. For every $j=1, \ldots, n$, we let $V_{j}=\left\{v_{1}, \ldots, v_{j}\right\}$. For $i=2, \ldots, n$, let $e_{i}$ be the edge between $V_{i-1}$ and $[n] \backslash V_{i-1}$ that has the smallest weight. Write $e_{i}=\left\{u_{i}, v_{i}\right\}$ with $u_{i} \in V_{i-1}$ and $v_{i} \in[n] \backslash V_{i-1}$. Then the minimum spanning tree $M_{n}$ is the graph on $[n]$ with edge set $\left\{e_{2}, \ldots, e_{n}\right\}$. The order $v_{1}, v_{2}, \ldots, v_{n}$ is called the Prim order. It turns out that, for any $p \in[0,1]$, the connected components of $G(n, p)=\left([n], E_{p}^{n}\right)$, where $E_{p}^{n}=\left\{e \in E^{n}: w_{e} \leq p\right\}$ are intervals in the Prim order (that is, the vertex set of each connected components is $\left\{v_{a}, v_{a+1}, \cdots, v_{b}\right\}$ for some $1 \leq a \leq b \leq n$ ). In particular, as $p$ increases, only adjacent intervals may merge.

Now, consider the graph consisting of edges with weights (strictly) lower than $w_{e_{i}},\left\{e: w_{e}<w_{e_{i}}\right\}$, that is just before the edge $e_{i}$ is added. Let $L_{i}$ be the connected component containing $v_{i-1}$ in this graph. These are precisely the connected components that merge when $e_{i}$ is added. For $p \in[0,1]$, let $\mathcal{F}_{p}$ denote the sigma-algebra generated by the events $\left\{w_{e} \leq p, e \in E\right\}$. The following is straightforward:

Lemma 1.6. For each $2 \leq i \leq n$, conditionally on $\mathcal{F}_{w_{e_{i}}-}$, the vertex $u_{i}$ is uniformly random in $L_{i}$.

In other words, in this discrete representation in which the vertices are placed in the Prim order $v_{1}, \cdots, v_{n}$, conditionally on the sequence of intervals that merge, the edges that are part of the minimum spanning tree precisely connect a uniform random vertex in the left interval to the left-most vertex in the right interval. Still in this discrete representation, determining the distribution of the sequence of pairs of intervals that merge together is not quite as easy any longer. Fortunately, in the limit, it is given explicitly by the rather nice process $\mathbb{R}_{+} \backslash Z^{\lambda}$. One might thus hope that, in the limit, one should be able to construct the scaling limit of the minimum spanning tree as follows: for each $\lambda \in \mathbb{R}$, each interval $\gamma_{i}^{\lambda}$ should be associated to a continuum random tree, and as $\lambda$ increases, these trees should merge using an analog of the discrete dynamics: each time two intervals merge, a uniformly random point in the left interval and the left-most point of the right one should be identified; the minimum spanning tree should then be the limit as $\lambda \rightarrow \infty$ (which would indeed be a tree since $\gamma_{1}^{\lambda} \uparrow(0, \infty)$ as $\lambda \rightarrow \infty$ ).

While these dynamics are reasonable, they do not really provide a clear path towards a construction: while at the discrete level, the addition of edges does create some length, identifying points in the limit does not, and it remains to understand from what the length emerges. A natural idea consists in constructing the length using some kind of local time arising from the process $\left(Z^{\lambda}\right)_{\lambda \in \mathbb{R}}$. With this objective in mind, let us go back to the discrete setting. For any $i, j \in[n]$, we may find all the nodes on the path between $i$ and $j$ in the minimum spanning tree as follows. For some $p \in[0,1]$, it is convenient to write $i \sim_{n, p} j$ if $i$ and $j$ lie in the same connected component of the graph with edges of weight at most $p$ : let $i<j \in[n]$ and let $p(i, j)=\inf \left\{p: i \sim_{n, p} j\right\}$. The path between $i$ and $j$ must go through the unique edge $e_{k}=\left\{u_{k}, v_{k}\right\}$ with weight $p(i, j)$; then, at time $p(i, j)-$ we are left with two connected components, each containing a pair of points ( $u_{k}$ and $i$ on the one hand, and $v_{k}$ and $j$ on the other) that should each be connected by a path. Proceeding recursively, the process eventually terminates and yields precisely the collection of nodes which are on the path between $i$ and $j$, and the distance $d_{n}(i, j)$ is then simply the cardinality of that set (minus one).

This approach is amenable to an extension to the continuous setting, that we expose here informally. For $x, y \in \mathbb{R}_{+}$, let $x \sim_{\lambda} y$ if there is no point of $Z^{\lambda}$ in the closed interval between $x$ and $y$. Let $I^{\lambda}(x):=\left\{y \in \mathbb{R}_{+}: x \sim_{\lambda} y\right\}$. Take now $x<y$ for convenience. Let $\lambda(x, y)=\inf \left\{\lambda \in \mathbb{R}: x \sim_{\lambda} y\right\}$. It turns out that $Z^{\lambda(x, y)}$ almost surely contains a single point in $[x, y]$, that we denote by $\kappa(x, y)$. Then, just before $x$ and $y$ get connected, we have two distinct intervals $I^{\lambda(x, y)}(x)$, and $I^{\lambda(x, y)}(y)$, which are separated by the point $\kappa(x, y)$. The discrete setting suggests that one should choose a uniformly random point $\eta(x, y)$ in $I^{\lambda(x, y)}$ (this is where the uniforms in $\mathbf{U}$ are used). Then, the two points $\eta(x, y)$ and $\kappa(x, y)$ should be the continuous analog of the extremities of the maximum weight edge on the path between $x$ and $y$. Proceeding recursively by looking for the path between $x$ and $\eta(x, y)$ in $I^{\lambda}(x, y)(x)$ on the left, and the path between $\kappa(x, y)$ and $y$ in $I^{\lambda(x, y)}(y)$ on the right should yield a random subset of $\mathbb{R}_{+}$containing all the points used to go from $x$ to $y$, that should resemble some kind of random Cantor set, and the distance between $x$ and $y$ should be some Hausdorff measure of that set. Our main objective is now to verify that this intuition can be turned into formal definitions, but also that the objects constructed are indeed the ones we are looking for.

### 1.4 Organization of the paper

The paper is organized as follows. In Section 3, we discuss recursive convex minorants, the associated trees and their properties. In particular, it is there that we define the convex minorant trees $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ and $\operatorname{CMT}(X, \mathbf{U})$. In Section 4, we prove that the tree $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ is a Brownian CRT, and we exhibit the coupling mentioned above between the representations of the fragmentation dual to the additive coalescent by Adous-Pitman [15] on the one hand, and by Bertoin [20] on the other. In Section 5, we prove that $\operatorname{CMT}(X, \mathbf{U})$ is almost surely compact. In Section 6 , we construct the mass measure and use it to lower bound the Hausdorff dimension. Finally, Section 7 is devoted to proving that the Brownian parabolic tree $\operatorname{CMT}(X, \mathbf{U})$ is distributed like scaling limit of the minimum spanning tree.
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## 2 Notation

Let $\mathbf{W}$ be the Wiener measure on $\mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}\right)$, the set of continuous functions $f: \mathbb{R}_{+} \rightarrow \mathbb{R}$; this is the law of standard Brownian motion $\left(W_{t}\right)_{t \geq 0}$ starting at 0 . For a continuous process $\omega=\left(\omega_{t}\right)_{t \geq 0}$, we let $\underline{\omega}$ and $\bar{\omega}$ denote respectively the running infimum and supremum processes: $\underline{\omega}_{t}:=\inf \left\{\omega_{s}: 0 \leq s \leq t\right\}$ and $\bar{\omega}_{t}=\sup \left\{\omega_{t}: 0 \leq s \leq t\right\}$.

Let $\mathbb{N}=\{1,2, \ldots\}$ and $\mathbb{N}_{0}=\mathbb{N}=\cup\{0\}$. Let $\mathcal{U}=\bigcup_{n \geq 0} \mathbb{N}^{n}$ be the set of finite words on $\mathbb{N}$. The empty word, denoted by $\varnothing$, is the only element of $\mathbb{N}^{0}$. We see the elements of $\mathcal{U}$ as words on $\mathbb{N}$. For $u \in \mathbb{N}^{n}$ and $i \in \mathbb{N}$, we let $u i$ denote the element of $\mathbb{N}^{n+1}$ obtained by appending $i$ after $u$, so if $u=\left(u_{1}, u_{2}, \ldots, u_{k}\right)$, ui $=\left(u_{1}, \ldots, u_{n}, i\right)$. We see $\mathcal{U}$ as a tree rooted at $\varnothing$, where the natural genealogical order denoted by $\preceq$ is such that we have $u \preceq v$ if $u$ is a prefix of $v$, potentially $u=v$. Similarly, we let $\mathcal{U}_{2}=\bigcup_{n \geq 0}\{0,1\}^{n}$.

## 3 Recursive convex minorants and their associated trees

### 3.1 Convex minorants of continuous functions

Let $D \subseteq \mathbb{R}$ be an interval containing 0 that will in general be $[0,1]$ or $\mathbb{R}_{+}$in the sequel. Let $\mathcal{C}(D, \mathbb{R})$ be the set of continuous functions on $D$ equipped with the uniform distance. For $\omega \in \mathcal{C}(D, \mathbb{R})$ such that $\omega(0)=0$ and $x \in D$, the (greatest) convex minorant of $\omega$ on $[0, x]$ is the maximum convex function $c_{x}(\cdot, \omega)$ defined on $[0, x]$ such that $c_{x}(t, \omega) \leq \omega(t)$ for all $t \in[0, x]$. We let $\mathcal{V}_{x}(\omega)=\{t \in[0, x]$ : $\left.c_{x}(t, \omega)=\omega(t)\right\}$, and call the elements of $\mathcal{V}_{x}(\omega) \backslash\{x\}$ the vertices of the convex minorant of $\omega$ on $[0, x]$. Observe that $0 \in \mathcal{V}_{x}(\omega)$. We shall see shortly why the extremity $x$ ought to be treated differently.

Up to now, the literature has mainly focused on properties of the convex minorant of a function on a fixed domain (for a fixed $x$ ). Of prime importance to us, is instead the structure of the different convex minorants $c_{x}(\cdot, \omega)$ of a fixed function $\omega$ as $x \in D$ varies. We start with the following straightforward (deterministic) geometric observation:

Lemma 3.1. Let $\omega \in \mathcal{C}(D, \mathbb{R})$ be such that $\omega(0)=0$ and let $x, y \in D$ with $0 \leq y<x$. For any $t \in \mathcal{V}_{x}(\omega) \cap[0, y]$, we have $\mathcal{V}_{y}(\omega) \cap[0, t]=\mathcal{V}_{x}(\omega) \cap[0, t]$.

In other words, traversing them from the left to the right, the convex minorants $c_{x}(\cdot, \omega)$ and $c_{y}(\cdot, \omega)$ on $[0, x]$ and $[0, y]$ coincide on a non-empty closed interval, and then split for good. This induces a natural branching structure for $\left\{\mathcal{V}_{x}(\omega), x \in D\right\}$ that is depicted in Figure 1 that is central to the paper. This also justifies that for $t \in \mathcal{V}_{x}(\omega)$, the slope of the convex minorant $c_{x}(\cdot, \omega)$ to the left of $t$, defined by

$$
\mathfrak{e}(t, \omega)=\sup \left\{\frac{c_{x}(t)-c_{x}(t-s)}{s}: t-s \in \mathcal{V}_{x}(\omega)\right\},
$$

is well-defined intrinsically since for any $x^{\prime}$ such that $t \in \mathcal{V}_{x^{\prime}}(\omega)$ would yield the same value. If $t \in$ $\mathcal{V}_{x}(\omega)$ for some $x$, let

$$
\boldsymbol{\imath}(t, \omega)=\inf \{s>t: \omega(s) \leq \omega(t)+\boldsymbol{\imath}(t, \omega)(s-t)\} .
$$

We call $\boldsymbol{z}(t, \omega)$ the intercept associated to $t$; this is defined independently of the choice of $x$ for which $t \in \mathcal{V}_{x}(\omega)$. (The notation $\boldsymbol{r}(t, \omega)$ comes from "right".) The following is clear by construction:

Lemma 3.2. Suppose that $t \in \mathcal{V}_{x}(\omega)$ for some $x \in D$.
i) If $y \in[t, \boldsymbol{r}(t, \omega)]$, then $t \in \mathcal{V}_{y}(\omega)$.
i) If $y<t$ or $y>\boldsymbol{v}(t, \omega)$ then $t \notin \mathcal{V}_{y}(\omega)$.

Observe that if $\mathscr{L}(\omega)$ denotes the set of local minima of $\omega$, then $\boldsymbol{\imath}(t, \omega)$ and $\boldsymbol{r}(t, \omega)$ are well-defined for every $t \in \mathscr{L}(\omega) \backslash\{0\}$.

### 3.2 Convex minorants of Brownian paths

We are interested in convex minorants of various Brownian-like paths such as Brownian motion or the Brownian excursion, the latter being more essential because of classical path decompositions. Such convex minorants have been studied for instance by Groeneboom [38] and Pitman [59]; in the following, we will mostly rely on the work of Pitman and Ross [58] that provides means to do explicit calculations; more information about related studies and references can be found there. We therefore now focus on these cases.

Since we should focus on the structure of $\mathcal{V}_{x}(\omega)$ as $x$ varies, the following lemma is crucial.
Lemma 3.3 (No exceptional point). There exists a Borel set $\Omega^{\star}$ of $\mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}\right)$ with $\mathbf{W}\left(\Omega^{\star}\right)=1$, such that if $\omega \in \Omega^{\star}$, then for every $x \in \mathbb{R}_{+}$, it holds that:
i) $\mathcal{V}_{x}(\omega)$ is countable;


Figure 1: The tree-like structure of convex minorants: in red, portions of the convex minorants of a fixed given function on finitely many intervals $[0, x]$, for $x \in \mathbb{R}_{+}$.
ii) $\mathcal{V}_{x}(\omega)$ has no accumulation point in $(0, x)$;
iii) the elements of $\mathcal{V}_{x}(\omega) \backslash\{0, x\}$ are all local minima;
iv) the slopes $\mathfrak{s}(t, \omega)$ at the points $t \in \mathcal{V}_{x}(\omega) \backslash\{0, x\}$ are all distinct.

Remark 3.4. Note that a version of Lemma 3.3 holds for a Brownian excursion e on $[0,1]$ instead of a Brownian motion: in this case, the claims in $i$ )-iv) also hold, even with $[0, x)$ instead of $(0, x)$ in $i i)$.

Let $\left(W_{t}\right)_{t \geq 0}$ be a Brownian motion on $\mathbb{R}_{+}$. The results of $[38,58]$ imply that for $W$, the set of exceptional points $x$, for which one of the properties in $i$-iii) might fail has Lebesgue measure zero. We verify that with probability one, there is no exceptional point by showing that if there were an exceptional point, then a.s. the set of such points would be of positive Lebesgue measure. In the following, we drop the dependence in $W$.

Proof of Lemma 3.3. i) Suppose that, with positive probability, there is some $x$ is such that $\mathcal{V}_{x}$ is uncountable. Since there are countably many intervals $[a, b]$ with rational endpoints $0 \leq a<b<x$, one of them must be such that $\mathcal{V}_{x} \cap[a, b]$ is uncountable. By Lemma 3.1, for any point $y \in[b, x]$ we have $\mathcal{V}_{x} \cap[a, b] \subseteq \mathcal{V}_{y}$, so that the set of exceptional points would have positive Lebesgue measure.
ii) Suppose that, with positive probability, there exists some $x \in \mathbb{R}_{+}$such that $\mathcal{V}_{x}$ has a an accumulation point $y$ in $(0, x)$. By construction, for any $w \in(y, x]$, we have $\mathcal{V}_{x} \cap[0, y] \subseteq \mathcal{V}_{w} \cap[0, y]$, so that the set of points $w$ for which $i i$ ) fails has positive Lebesgue measure, a contradition.
iii) Finally, suppose that there is some $x \in \mathbb{R}_{+}$and $t \in \mathcal{V}_{x} \backslash\{0, x\}$ which is not a local minimum. Then, by Lemma 3.1, for any $y \in[t, x]$ we have $t \in \mathcal{V}_{y}$, and the proof is complete since $t<x$.
$i v)$ If the slopes at $t$ and $t^{\prime}$ such that $t^{\prime}<t<x$ are identical, then the same holds for the convex minorants $c_{y}$ on the intervals $[0, y]$ for every $y \in[t, x]$, so that the set of exceptional points has positive Lebesgue measure.

The typical situation is that $\mathcal{V}_{x}(W)$ has accumulation points at both 0 and $x$, but it may also happen that $x$ is not an accumulation point: this happens for instance when $x$ is a local minimum or $x=\boldsymbol{\imath}(t, W)$ for some local minimum $t$. Let $\left(t_{i}\right)_{i \in \mathbb{Z}}=\left(t_{i}(x)\right)_{i \in \mathbb{Z}}$ denote the vertices in $\mathcal{V}_{x}(W) \backslash\{x\}$, indexed in such a way that $t_{i} \leq t_{i+1}$ and $t_{0}=\arg \min \left\{W_{s}: s \in[0, x]\right\}$. In the case where $x$ is not an accumulation point of $\mathcal{V}_{x}(W)$, it is understood that the sequence is only defined for $i \leq k$ for some $k \geq 0$. The intervals


Figure 2: The greatest convex minorant of a Brownian excursion e on some interval $[0, x]$, the sequence of vertices $t_{0}=0<t_{1}<\cdots<x$ and intercepts $z_{1}>z_{2}>$ $\cdots>x$. The distribution of these quantities are given in Lemmas 3.6 and 3.8 when $x$ is uniform in $[0,1]$.
[ $\left.t_{i}, t_{i+1}\right]$ where the slope of $c_{x}(W)$ is constant are called the faces of the convex minorant. Let $\gamma_{i}$ denote the slope of the convex minorant on $\left[t_{i}, t_{i+1}\right]$, and $z_{i}$ be the intercept associated to $t_{i}$ :
$\gamma_{i}=\boldsymbol{s}\left(t_{i+1}, W\right)=\frac{W\left(t_{i+1}\right)-W\left(t_{i}\right)}{t_{i+1}-t_{i}} \quad$ and $\quad z_{i}=\boldsymbol{\imath}\left(t_{i}, W\right)=\inf \left\{s>t_{i}: W_{s} \leq W_{t_{i}}+\gamma_{i-1}\left(s-t_{i}\right)\right\}$.
It is possible that $z_{i}=\infty$ for some $i \leq 0$, but a.s. $z_{i}<\infty$ for $i \geq 1$. For every $i \geq 1$, such that $z_{i}<\infty$, and for $s \geq 0$ let

$$
\begin{equation*}
g_{i}(s):=\left(W_{t_{i}+s}-W_{t_{i}}-\gamma_{i} s\right) \mathbf{1}_{t_{i}+s \leq t_{i+1}} \quad \text { and } \quad h_{i}(s)=\left(W_{t_{i}+s}-W_{t_{i}}-\gamma_{i-1} s\right) \mathbf{1}_{t_{i}+s \leq z_{i}} \tag{4}
\end{equation*}
$$

Let $\mathbf{n}_{\sigma}$ be the law of a Brownian excursion of duration $\sigma>0$. The following decomposition lemma is straighforward from Theorem 2.2 of [38] (see also Theorem 2 and Corollary 2 of [58]):

Lemma 3.5. For any $i \in \mathbb{Z}$ such that $z_{i}<\infty$, conditionally on $\left(t_{j}, \gamma_{j}\right)_{j<i}$, and $\left(t_{i}, z_{i}\right)$, the collection of functions $g_{j}, j<i$, and $h_{i}$ form an independent family with law given respectively by $\mathbf{n}_{t_{j+1}-t_{j}}, j<i$, and $\mathbf{n}_{z_{i}-t_{i}}$.

Together with the previous considerations about the decomposition, we are thus let to studying convex minorants of Brownian excursions, which is the subject of the next section.

### 3.3 Convex minorants of a Brownian excursion

In this section, we consider a Brownian excursion e on $[0,1]$. We use the notation of the previous section with $\omega=\mathrm{e}$, up to the obvious modifications: The vertices of the convex minorant of en $[0, x]$ are denoted by $\mathcal{V}_{x}=\mathcal{V}_{x}(\mathrm{e})$, and can be enumerated in increasing order as $\left(t_{i}\right)_{i \geq 0}$ with $t_{0}=0$, where $t_{i}=t_{i}(x)=t_{i}(x, \mathrm{e})$. The slopes $\gamma_{i}=\gamma_{i}(x, \mathrm{e})$ are defined as before. For each $i \geq 1$, let $z_{i}=z_{i}(x)=z_{i}(x, \mathrm{e})=\inf \left\{s>t_{i}: \mathrm{e}_{s}=\mathrm{e}_{t_{i}}+\gamma_{i-1}\left(s-t_{i}\right)\right\}$. We define $z_{0}=1$ for convenience. See Figure 2.

A simple induction yields the description of the restriction of the excursion e to the interval $[0, x]$ as a collection of Brownian excursions above the graph of $c_{x}(\cdot, \mathrm{e})$.

Lemma 3.6. Lete be a standard Brownian excursion on $[0,1]$, and let $x=V$ be an independent random variable uniform on $[0,1]$. Then consider the convex minorant $c_{V}(\cdot, \mathrm{e})$ of e on $[0, V]$, with vertices $\left(t_{i}\right)_{i \geq 0}$. Define the functions $\mathrm{e}_{0}$ and $\mathrm{e}_{1}$ by

$$
\mathrm{e}_{0}(s):=\left(\mathrm{e}(s)-s \cdot \mathrm{e}\left(t_{1}\right)\right) \mathbf{1}_{s \leq t_{1}} \quad \text { and } \quad \mathrm{e}_{1}(s):=\left(\mathrm{e}\left(t_{1}+s\right)-\mathrm{e}\left(t_{1}\right)-s \cdot \mathrm{e}\left(t_{1}\right)\right) \mathbf{1}_{t_{1}+s \leq z_{1}} .
$$

Then $\left(t_{1}, z_{1}-t_{1}, 1-z_{1}\right)$ is a Dirichlet $\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)$ random vector, and conditionally on $\left(t_{1}, z_{1}\right),\left(\mathrm{e}_{0}, \mathrm{e}_{1}, V\right)$ are independent, $\mathrm{e}_{0}$ and $\mathrm{e}_{1}$ are Brownian excursions of durations $t_{1}$ and $z_{1}-t_{1}$, respectively, and $V$ is uniform on $\left(t_{1}, z_{1}\right)$.

Proof. The claimed properties follow from the decomposition of the Brownian excursion e using the line linking $(0,0)$ to $\left(t_{1}, \mathrm{e}\left(t_{1}\right)\right)$ (notice that $0<t_{1}<1$ a.s.). For $s \geq 0$, consider the straight line $\{(t, s t): t \in[0,1]\}$, and increase the value of $s$ from 0 until the first value $s=\gamma_{1}$ at which the location of the first intersection $i(s)=\inf \{t \geq 0: \mathrm{e}(t)=s t\}$ is at most $V: \gamma_{1}=\inf \{s \geq 0: i(s) \leq V\}$, $t_{1}=i\left(\gamma_{1}\right)$. Now, by strong Markov property, ( $\mathrm{e}_{1-t}, z_{1} \leq t \leq 1$ ) is a Brownian meander of duration $1-z_{1}$ conditioned to end at $\mathrm{e}_{z_{1}}$; the path $\mathrm{e}_{0}$ coincides with the path above the first face, and is a Brownian excursion; the path $\mathrm{e}_{1}$ is the path above the same line, between $t_{1}$ and $z_{1}$. Let $\varphi_{t}(x)=e^{-x^{2} /(2 t)} / \sqrt{t 2 \pi}$. The vector $\left(\gamma_{1}, t_{1}, z_{1}, V\right)$ has a distribution which is absolutely continuous with respect to Lebesgue measure on the set $D:=\mathbb{R}_{+} \times\{(t, z, u): 0<t<v<z<1\}$, with density $f(s, t, z, v)$ given by

$$
\begin{aligned}
f(s, x, z, v) & =\mathbf{1}_{(s, t, z, v) \in D} \cdot \frac{\varphi_{t}(t s)}{t} \cdot \frac{\varphi_{z-t}((z-t) s)}{z-t} \cdot \frac{\varphi_{1-z}(z s) z s}{1-z} \cdot t \sqrt{2 \pi} \\
& =\mathbf{1}_{(s, t, z, v) \in D} \cdot \frac{s z e^{-\frac{s^{2}}{2(1-z) / z}}}{1-z} \times \frac{1}{2 \pi \sqrt{t(z-t)(1-z)}} \times \frac{1}{z-t} .
\end{aligned}
$$

Integrating for $s \in \mathbb{R}_{+}$, this yields the claimed distribution.
Remark 3.7. We point out that the distribution of $\left(t_{1}, z_{1}-t_{1}, 1-z_{1}\right)$ may also be obtained, without any calculation, using the correspondence with the cut tree and the decomposition of a Brownian continuum random tree into tree pieces that is induced by removing the branch point at the intersection of the geodesics between three random points (see Section 4.2 and [13]).

A straightforward induction yields the distribution of the vector of lengths of the faces of the convex minorant $c_{V}(\cdot, \mathrm{e})$ of e on $[0, V]$ for an independent uniform point $V$ in $[0,1]$ :

Lemma 3.8. Let e be a standard Brownian excursion on $[0,1]$, and let $x=V$ be an independent random variable uniform on $[0,1]$. Let $\left(\Delta_{i, 1}, \Delta_{i, 2}, \Delta_{i, 3}\right)_{i \geq 0}$ denote a family of independent Dirichlet $\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)$ random vectors. Then, for $\left(t_{i}\right)_{i \geq 0}=\left(t_{i}(V)\right)_{i \geq 0}$ the sequence of vertices, we have

$$
\left(t_{i}-t_{i-1}\right)_{i \geq 1} \stackrel{d}{=}\left(\Delta_{i, 1} \cdot \prod_{1 \leq j<i} \Delta_{j, 2}\right)_{i \geq 1}
$$

### 3.4 Recursive convex minorants of a Brownian excursion

The results of the previous section point out the recursive structure of convex minorants of a Brownian excursion. Here we will use it to construct the tree $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$. This is the first building block of our construction of $\operatorname{CMT}(X, \mathbf{U})$ the scaling limit of the minimum spanning tree, and it already reveals some of the main ingredients. Before proceeding to the details, let us explain roughly the strategy:

- for all $x, y \in[0,1]$, we define the set $\llbracket x, y \rrbracket$ which is meant to be the collection of points used to go from $x$ to $y$ (somewhat pre-arcs or pre-branches);
- we also show that it is possible to assign a "measure" $d(x, y)$ to $\llbracket x, y \rrbracket$ that induces a 0 -hyperbolic metric space.

We will see that the metric space induced by $d$ on $[0,1]$ is connected if we restrict our attention to points at finite distance from 0 , so that the subset of $[0,1]$ with this property, endowed with $d$ is thus an $\mathbb{R}$-tree (in the sense of Section 2.2 of [4]). Later on, we will show that the metric completion of $([0,1], d)$ is compact, so that no point is put aside.

The definition of $\llbracket x, y \rrbracket$ will be done in stages: first $\llbracket 0, x \rrbracket$ with $x$ restricted to some suitable dense subset of $[0,1]$; then, we extend the definition of $\llbracket 0, x \rrbracket$ to all $x \in[0,1]$; finally, $\llbracket x, y \rrbracket$ is defined in Section 3.5 using a notion of common ancestor of $x$ and $y$.
Remark 3.9. Let $\mathbf{n}_{\sigma}$ denote the law of a standard Brownian excursion of duration $\sigma>0$. We will define $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ as a proper random variable for $\mathbf{n}_{1}$-almost every function $\omega$, and almost all sequences $\mathbf{U}=\left(U_{1}, U_{2}, \ldots\right)$ of independent random variables, uniform on $[0,1]$. For this, the components of $\mathbf{U}$ are associated to the local minima of e. This can be done by defining a canonical bijection between $\mathbb{N}$ and the set $\mathscr{L}(\mathrm{e})$ of local minima of e. For instance, consider an enumeration $I=\left(I_{j}, j \geq 0\right)$ of the (countable) set of all intervals with rational extremities on $[0,1]$. Since a.s. each local minimum of e is a global minimum on at least one interval of $I$, associate with each local minimum $t \in \mathscr{L}$ the index $j(t)$ of the first interval of $I$ on which $t$ is a global minimum; after that associate with $t$, the uniform random variable $U_{j(t)}$. In the sequel, $j$ is called the association map of e. The proofs of convergence in Section 7 will need a different, more complex association, but we believe it is not necessary until then.

Let $\mathcal{U}=\bigcup_{n \geq 0} \mathbb{N}^{n}$ (see Section 2). For any $x \in \mathscr{L}=\mathscr{L}(\mathrm{e})$, we define recursively a collection $\left(t_{u}, \xi_{u}, \gamma_{u}, e_{u}\right), u \in \mathcal{U}$, that a priori depends on $x$. Lemma 3.3 ensures that, with probability one, the following definition makes sense for all $x \in \mathscr{L}$.

We first let $t_{\varnothing}=0, \xi_{\varnothing}=x, \gamma_{\varnothing}=0$, and $e_{\varnothing}=$ e. Almost surely, there are only finitely many vertices of the convex minorant of e on $[0, x]$, and they are all elements of $\mathscr{L}$ and denoted by $t_{0}=0<$ $t_{1}<t_{2}<\cdots<t_{k}=x$ for some $k \in \mathbb{N}$. For each $i=0, \ldots, k-1$, let $\xi_{i}=t_{i}+U_{t_{i+1}}\left|t_{i+1}-t_{i}\right|$, $\gamma_{i}=\mathbf{s}\left(t_{i+1}, \mathrm{e}\right)=\left(\mathrm{e}\left(t_{i+1}\right)-\mathrm{e}\left(t_{i}\right)\right) /\left|t_{i+1}-t_{i}\right|$ and let $e_{i}$ be defined by, for $s \geq 0$,

$$
e_{i}(s)=\left(\mathrm{e}\left(t_{i}+s\right)-\mathrm{e}\left(t_{i}\right)-s \cdot \gamma_{i}\right) \mathbf{1}_{t_{i}+s \leq t_{i+1}}
$$

More generally, suppose now that we have defined $\left(t_{u}, \xi_{u}, \gamma_{u}, e_{u}\right)$ for some $u \in \mathbb{N}^{n}, n \geq 1$. Let $\theta_{0}^{u}=0<\theta_{1}^{u}<\theta_{2}^{u}<\ldots$ be the vertices of the convex minorant of $e_{u}$ on the interval $\left[0, \xi_{u}-t_{u}\right]$, and set $t_{u i}=t_{u}+\theta_{i}^{u}$ for all $i \geq 0$; observe that the $t_{u i}=t_{u}+\theta_{i}^{u}, i \geq 0$, are precisely the elements of $\left(t_{j}\left(\xi_{u}\right)\right)_{j \geq 0}$ lying in $\left[t_{u}, \xi_{u}\right]$. Then let $\varphi_{i}^{u}=\left(e_{u}\left(\theta_{i+1}^{u}\right)-e_{u}\left(\theta_{i}^{u}\right)\right) /\left|\theta_{i+1}^{u}-\theta_{i}^{u}\right|$ be the slope of the convex minorant of $e_{u}$ on $\left[\theta_{i}^{u}, \theta_{i+1}^{u}\right]$. For each $i \in \mathbb{N}$, we let $m_{u i}=\left|\theta_{i+1}^{u}-\theta_{i}^{u}\right|=\left|t_{u(i+1)}-t_{u i}\right|, \xi_{u i}=t_{u i}+U_{t_{u(i+1)}} m_{u i}$, $\gamma_{u i}=\left(e\left(t_{u(i+1)}\right)-e\left(t_{u i}\right)\right) / m_{u i}=\gamma_{u}+\varphi_{i}^{u}$ and define the function $e_{u i}:\left[0, m_{u i}\right] \rightarrow \mathbb{R}_{+}$by

$$
e_{u i}(s)=\left(\mathrm{e}\left(t_{u i}+s\right)-\mathrm{e}\left(t_{u i}\right)-s \cdot \gamma_{u i}\right) \mathbf{1}_{t_{u i}+s \leq t_{u(i+1)}}
$$

We then define

$$
\begin{equation*}
\llbracket 0, x \rrbracket:=\{x\} \cup \bigcap_{n \geq 0} \overline{\bigcup_{|u|=n}\left[t_{u}, \xi_{u}\right]} \tag{5}
\end{equation*}
$$

which is then a non-empty closed subset of $[0, x]$. For each $n \geq 1$, we also let

$$
\begin{equation*}
d_{n}(0, x):=\sqrt{\frac{\pi}{2}} \cdot \sum_{|u|=n} m_{u}^{1 / 2} \quad \text { and } \quad d(0, x):=\limsup _{n \rightarrow \infty} d_{n}(0, x) \tag{6}
\end{equation*}
$$

Lemma 3.10. For each $x \in \mathscr{L}$, the sequence $\left(d_{n}(0, x)\right)_{n \geq 1}$ is a non-negative martingale. As a consequence, with probability one, the sequences $d_{n}(0, x)$ converge for all $x \in \mathscr{L}$ to finite limits $d(0, x)$.
Proof. Fix $x \in \mathscr{L}$. Let $\mathcal{F}_{n}$ denote the sigma-algebra generated by the random variables $\left\{\left(t_{u}, \gamma_{u}\right),|u| \leq\right.$ $n\}$; in particular, $\left(m_{u}\right)_{|u| \leq n}$ is $\mathcal{F}_{n}$-measurable. Conditionally on $\mathcal{F}_{n}$, the functions $e_{u}, u \in \mathbb{N}^{n}$, are independent Brownian excursions of respective durations $m_{u}$. It follows that

$$
\begin{equation*}
d_{n+1}(0, x)=\mathbf{E}\left[\sum_{|u|=n+1} m_{u}^{1 / 2} \mid \mathcal{F}_{n}\right]=\sum_{|u|=n} m_{u}^{1 / 2} \cdot \mathbf{E}\left[\sum_{i \geq 0}\left(m_{u i} / m_{u}\right)^{1 / 2} \mid \mathcal{F}_{n}\right] \tag{7}
\end{equation*}
$$

Let $\left(\Delta_{i, 1}, \Delta_{i, 2}, \Delta_{i, 3}\right)_{i \geq 0}$ be iid Dirichlet $\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)$ random vectors. Then, by Lemma 3.8, we have conditionally on $m_{u}$ :

$$
\begin{equation*}
\left(\frac{m_{u i}}{m_{u}}\right)_{i \geq 0} \stackrel{d}{=}\left(\prod_{1 \leq j<i} \Delta_{j, 2} \cdot \Delta_{i, 1}\right)_{i \geq 0} \tag{8}
\end{equation*}
$$

From there, it is straightforward to verify by induction that, since $\mathbf{E}\left[\Delta_{i, 1}^{1 / 2}+\Delta_{i, 2}^{1 / 2}\right]=1$, for each $i \geq$ 1 , the expectation of the square root of the right-hand side of (8) equals $2^{-i}$. As a consequence, the conditional expectations in the right-hand side of (7) all equal one almost surely, so that $d_{n}(0, x)$ is indeed a martingale. Since $\mathscr{L}$ is countable, the convergence is almost surely for all $x \in \mathscr{L}$.

The function $d(0, \cdot)$ can be extented to $[0,1]$ as follows. First let $\llbracket 0,0 \rrbracket=\{0\}$ and $d(0,0)=0$. Then, for each point $x \in(0,1]$, any $t \in \mathcal{V}_{x} \backslash\{0, x\}$ is a local minimum, and therefore $\llbracket 0, t \rrbracket$ and $d(0, t)$ has already been defined in (5) and (6), respectively. We rely on those to define, for $x \in(0,1]$,

$$
\begin{equation*}
\llbracket 0, x \rrbracket=\overline{\bigcup_{t \in \mathcal{V}_{x} \cap \mathscr{L}} \llbracket 0, t \rrbracket} \cup\{x\} \quad \text { and } \quad d(0, x)=\sup _{t \in \mathcal{V}_{x} \cap \mathscr{L}} d(0, t) \in \mathbb{R}_{+} \cup\{\infty\} \tag{9}
\end{equation*}
$$

Remark 3.11. i) The slight subtlety in the definition in (9), where the union is taken on $t \in \mathcal{V}_{x} \cap \mathscr{L}$ rather than $\mathcal{V}_{x} \backslash\{x\}$ is to ensure that the definion in (9) is consistent with the one in (5) in the case that $x \in \mathscr{L}$. For instance, if $t \in \mathscr{L}$ and $x=\imath(t)$ then $x \in \mathcal{V}_{x}$ but almost surely not in $\mathscr{L}$.
ii) The recursive construction yields a collection of "join points" associated to the local minima. First there is a well-defined face to the left of $t$ : almost surely for $t \in[0,1], \boldsymbol{\ell}(t)=\sup \mathcal{V}_{t}<t$, and $\boldsymbol{\ell}(t) \in \mathscr{L}$, so that $[\boldsymbol{l}(t), t]$ is a face of the convex minorant $c_{t}$. The slope $\boldsymbol{s}(t)$ is precisely the slope of this face. Furthermore, $U_{t}$ is used to define a uniform random point in $[\boldsymbol{\ell}(t), t]$ that we denote by $\boldsymbol{j}(t)$. In the previous decomposition, for any $x \in[0,1]$ and any $u \in \mathcal{U}, i \in \mathbb{N}$ such that $t_{u(i+1)}=t$, we have $t_{u i}=\boldsymbol{\ell}(t)$ and $\xi_{u i}=\boldsymbol{j}(t)$.

Before going further, let us prove the following lemma, that will be useful later (Lemma 3.13). Observe first that (9) allows to extend the definition of $t_{u}(x), \xi_{u}(x), m_{u}(x), u \in \mathcal{U}$, to all $x \in[0,1]$ : let $t_{u}(x), \xi_{u}(x)$ and $m_{u}(x)$ coincide with $t_{u}\left(t_{i}\right), \xi_{u}\left(t_{i}\right), m_{u}\left(t_{i}\right)$ for all $u$ of the form $u=j v$, with $j<i$ and $v \in \mathcal{U}$. When $\mathcal{V}_{x}$ is a finite set, it is understood $m_{j v}(x)$ is only defined for the relevant values of $j$.

Lemma 3.12. Almost surely, for every $x \in[0,1]$ we have $\mathcal{V}_{x} \subseteq \llbracket 0, x \rrbracket$ and furthermore:
i) for every $u \in \mathcal{U}, t_{u}(x), \xi_{u}(x) \in \llbracket 0, x \rrbracket$,
ii) $\sup _{|u|={ }_{n}} m_{u}(x) \rightarrow 0$, as $n \rightarrow \infty$, and thus
iii) $\llbracket 0, x \rrbracket$ is the closure of $\left\{t_{u}(x): u \in \mathcal{U}\right\} \cup\{x\}$, in particular, if $x=\boldsymbol{n}(t)$, then $\llbracket 0, x \rrbracket=\llbracket 0, t \rrbracket \cup\{x\}$.

Proof. The first claim is clear from (9). We first prove $i$ ) for $x \in \mathscr{L}$. For $u \in \mathcal{U}, t_{u} \in \llbracket 0, x \rrbracket$ by definition: indeed, for each $v \in \mathcal{U}, t_{v 0}=t_{v}$, and thus $t_{u} \in \cap_{n \geq|u|} \cup_{|v|=n}\left[t_{v}, \xi_{v}\right]$. For $\xi_{u}$, note that, almost surely $\mathcal{V}_{\xi_{u}}$ has an accumulation point at $\xi_{u}$. It follows that $\bar{\xi}_{u}$ lies in the closure of $\left\{t_{u k}: k \geq 0\right\}$. By the previous argument, all these points lie in $\llbracket 0, x \rrbracket$ which is closed, and thus $\xi_{u} \in \llbracket 0, x \rrbracket$ as well. Now, since $\mathcal{U}$ is countable, this is true for every $u$, and, hence, for every $x \in \mathscr{L}$. Finally, this is true for all $x \in[0,1]$ by definition of $\llbracket 0, x \rrbracket$ in (9).
ii) We restrict our attention to the set of probability one where $m_{u}(y) \rightarrow 0$ as $|u| \rightarrow \infty$ for all $y \in \mathscr{L}$. Fix any $x \in[0,1]$ and $\epsilon>0$. There is an $i \in \mathbb{N}$ large enough that $\sup \mathcal{V}_{x} \cap \mathscr{L} \leq t_{i}+\epsilon$. Then, for any $u$ of the form $j v$ with $j \geq i$ and $v \in \mathcal{U}$ either $m_{j v}(x) \leq \epsilon$, or $m_{j v}(x)$ is not defined. On the other hand, for $u$ of the form $j v$ with $j<i$ and $v \in \mathcal{U}$, we have $m_{j v}(x)=m_{j v}\left(t_{i}\right)$. It follows that $\sup \left\{m_{u}(x):|u|=n\right\} \leq \epsilon$, which completes the proof since $\epsilon>0$ was arbitrary.
iii) follows readily from $i$,,$i$ ) and the definition.

### 3.5 The branching structure and the convex minorant tree

We now move on to the branching structure. Let $x, x^{\prime} \in[0,1]$. With the ultimate objective of defining $d\left(x, x^{\prime}\right)$ we first define $x \wedge x^{\prime}:=\sup \left(\llbracket 0, x \rrbracket \cap \llbracket 0, x^{\prime} \rrbracket\right)$. It should be understood as the closest common ancestor of $x$ and $x^{\prime}$, when 0 is seen as the root. It follows readily that the definition that the sets $\llbracket 0, x \rrbracket$ enjoy the following restriction property:

Lemma 3.13. Almost surely, for any $x \in[0,1]$ and $y \in \llbracket 0, x \rrbracket$, we have $y=x \wedge y, \llbracket 0, y \rrbracket=\llbracket 0, x \rrbracket \cap[0, y]$, and $d(0, y) \leq d(0, x)$

Proof. We restrict our attention to the set of probability one on which the events of Lemma 3.12 all occur. If $y=x$, the claim is clear, so suppose that $y<x$, which implies that $y \leq \sup \left(\mathcal{V}_{x} \cap \mathscr{L}\right)$. If $y=$ $\sup \left(\mathcal{V}_{x} \cap \mathscr{L}\right)$ then $\llbracket 0, y \rrbracket$ is the closure of $\bigcup_{i \geq 1} \llbracket 0, t_{i}(x) \rrbracket$, so that the claim holds by (9). Finally consider the last case $y<\sup \left(\mathcal{V}_{x} \cap \mathscr{L}\right)$, and let $t_{u}=t_{u}(x)$, and $m_{u}=m_{u}(x), u \in \mathcal{U}$, defined in the previous section. For any $n \geq 1$ there exists some $u \in \mathcal{U}$ with $|u|=n$ such that $y \in\left[t_{u}, t_{u}+m_{u}\right]$. It follows easily that $\llbracket 0, x \rrbracket \cap\left[0, t_{u}\right] \subseteq \llbracket 0, y \rrbracket$. Since $m_{u} \rightarrow 0$ by Lemma 3.12, we have $\llbracket 0, y \rrbracket=\llbracket 0, x \rrbracket \cap[0, y]$. The claim about the distance follows readily.

The extension of $\llbracket \cdot, \cdot \rrbracket$ and $d(\cdot, \cdot)$ to $[0,1]^{2}$ will require the following lemma, that will allow us to bring the (nice) points of $\mathscr{L}$ back in the game:

Lemma 3.14. With probability one, for every $x, y \in[0,1]$ with $x>y$, there exists some $t \in \mathcal{V}_{x} \cap \mathscr{L}$ such that $x \wedge y=t \wedge y \in \llbracket 0, t \rrbracket$.

Proof. We work on set $\Omega^{\star}$ of probability one where all the events of Lemma 3.3 all occur. Since $x>y$, let $\left(t_{i}\right)_{i \geq 0}$ be the vertices of $\mathcal{V}_{x} \backslash\{x\}$, which might be a finite sequence. Then $\left[t_{i}, t_{i+1}\right), i \geq 0$, together with $\left[\sup _{i} t_{i}, x\right)$ forms a partition of $[0, x)$. On the event $\Omega^{\star}$, it suffices to consider the following two cases. (a) If $\sup _{i} t_{i}=x$, then there exists some $i \in \mathbb{N}$ for which $y \in\left[t_{i}, t_{i+1}\right)$. By definition, $x \wedge y=$ $t_{i+1} \wedge y \in \llbracket 0, t_{i+1} \rrbracket$, and $t_{i+1} \in \mathscr{L}$. (b) Otherwise there are only finitely many vertices $t_{0}, t_{1}, \ldots, t_{k}$, all of which are in $\mathscr{L}$; then since $y<x$, we have $x \wedge y=t_{k} \wedge y \in \llbracket 0, t_{k} \rrbracket$.

The following lemma makes formal the branching structure of the sets $\llbracket 0, x \rrbracket, x \in[0,1]$.
Lemma 3.15. There exists a set of probability one on which for any $x, x^{\prime} \in(0,1), x \wedge x^{\prime}>0$ and

$$
\llbracket 0, x \rrbracket \cap\left[0, x \wedge x^{\prime}\right]=\llbracket 0, x^{\prime} \rrbracket \cap\left[0, x \wedge x^{\prime}\right] \quad \text { and } \quad \llbracket 0, x \rrbracket \cap \llbracket 0, x^{\prime} \rrbracket \cap\left(x \wedge x^{\prime}, 1\right]=\varnothing \text {. }
$$

Proof. We work on a set $\Omega^{\star}$ of probability one where the events of Lemmas 3.3 and 3.12 all occur. Let $\left(t_{u}\right)_{u \in \mathcal{U}}$ and $\left(t_{u}^{\prime}\right)_{u \in \mathcal{U}}$ denote the recursive collections of points introduced before, for the points $x$ and $x^{\prime}$, respectively. For $n \geq 1$, define

$$
x \wedge_{n} x^{\prime}:=\sup \left\{\left\{t_{u}:|u| \leq n\right\} \cap\left\{t_{u}^{\prime}:|u| \leq n\right\}\right\} \geq 0 .
$$

Then Lemma 3.12 iii) implies that for every $n \geq 1$ and all $y<x \wedge_{n} x^{\prime}$, we have $y \in \llbracket 0, x \rrbracket$ if and only if $y \in \llbracket 0, x^{\prime} \rrbracket$. The sequence $\left(x \wedge_{n} x^{\prime}\right)_{n \geq 1}$ is non-decreasing and taking the limit as $n \rightarrow \infty$, it follows that $\llbracket 0, x \rrbracket$ and $\llbracket 0, x^{\prime} \rrbracket$ coincide on $\left[0, \sup _{n} x \wedge_{n} x^{\prime}\right)$.

On the other hand, by definition of $x \wedge x^{\prime}=\sup \llbracket 0, x \rrbracket \cap \llbracket 0, x^{\prime} \rrbracket$, the sets $\llbracket 0, x \rrbracket$ and $\llbracket 0, x^{\prime} \rrbracket$ are disjoint on $\left(x \wedge x^{\prime}, \infty\right)$. So to complete the proof, it suffices to prove that $\sup _{n} x \wedge_{n} x^{\prime}=x \wedge x^{\prime}$. For every $n \geq 1$, we have $x \wedge_{n} x^{\prime} \in \llbracket 0, x \rrbracket \cap \llbracket 0, x^{\prime} \rrbracket$ so that $x \wedge_{n} x^{\prime} \leq x \wedge x^{\prime}$. To prove the converse inequality, consider an arbitrary point $y \in \llbracket 0, x \rrbracket \cap \llbracket 0, x^{\prime} \rrbracket$, and observe that for any $n \geq 1$, there exists $u, v \in \mathcal{U}$ with $|u|=|v|=n$ such that $y \in\left[t_{u}, \xi_{u}\right]$ and $y \in\left[t_{v}^{\prime}, \xi_{v}^{\prime}\right]$, and necessarily $t_{u}, t_{v}^{\prime} \leq x \wedge_{n} x^{\prime}$. It follows that

$$
y \leq x \wedge_{n} x^{\prime}+\sup \left\{m_{u}(x):|u|=n\right\} .
$$

It follows that from Lemma 3.12 that $y \leq \sup _{n} x \wedge_{n} x^{\prime}$. Since $y \in \llbracket 0, x \rrbracket \cap \llbracket 0, x^{\prime} \rrbracket$ was arbitrary, we may take it as close to $x \wedge x^{\prime}$ as we want, which proves that $\sup _{n} x \wedge_{n} x^{\prime}=x \wedge x^{\prime}$.

Finally, we show that $x \wedge x^{\prime}>0$. Without loss of generality, we assume that $x^{\prime}<x$. If $x^{\prime} \geq t_{1}$, then $x \wedge x^{\prime} \geq t_{1}>t_{0}=0$. More generally, for any $n \geq 1$, if $x^{\prime} \geq t_{0^{(n)} 1}$, then $x^{\prime} \wedge x \geq t_{0^{(n)} 1}$, where $0^{(n)} 1$ is the sequence formed by $n$ consecutive 0 followed by a 1 . But for every $n \geq 1, t_{0^{(n)} 1}$ is distributed like $m_{1} \times \prod_{2 \leq i \leq n} \Delta_{i}$, where $\left(\Delta_{i}\right)_{i \geq 2}$ is a family of i.i.d. random variables with distribution Beta $\left(\frac{1}{2}, 1\right)$; as a consequence, $t_{0^{(n)} 1}>0$ a.s. for every $n \geq 1$ and $t_{0^{(n)} 1} \leq \sup \left\{m_{u}(x):|u|=n+1\right\} \rightarrow 0$ by Lemma 3.12. Since $x^{\prime}>0$, there is some $n \geq 1$ for which $0<t_{0^{(n)} 1} \leq x^{\prime}$ which proves that $x \wedge x^{\prime}>0$. The latter decomposition depends on $x$, but either $x^{\prime} \geq t_{1}(x)>0$, or $x \wedge x^{\prime}=t_{1}(x) \wedge x^{\prime}$ so that it suffices to consider the decomposition at the set of local minima, which is countable; it follows that, almost surely, for every $x, x^{\prime} \in(0,1), x \wedge x^{\prime}>0$.

We are now ready to define $\llbracket x, y \rrbracket$ and $d(x, y)$ for all $x, y \in[0,1]$. Observe first that, by Lemma 3.14, almost surely, for all $x \neq y$, we have $x \wedge y \in \llbracket 0, t \rrbracket$ for some $t \in \mathscr{L}$, so that $d(0, x \wedge y)<\infty$. Now, if $x=y$, we set $d(x, y)=0$, and otherwise

$$
\begin{equation*}
d(x, y):=d(0, x)+d(0, y)-2 d(0, x \wedge y) \quad \text { and } \quad \llbracket x, y \rrbracket:=(\llbracket 0, x \rrbracket \cup \llbracket 0, y \rrbracket) \cap[x \wedge y, 1] . \tag{10}
\end{equation*}
$$

By the previous remark, both $d(\cdot, \cdot)$ and $\llbracket \cdot, \cdot \rrbracket$ are well-defined and symmetric on $[0,1]^{2}$. When necessary, we write $\llbracket x, y \llbracket=\llbracket x, y \rrbracket \backslash\{y\} ; \rrbracket x, y \rrbracket$ and $\rrbracket x, y \llbracket$ are defined similarly.

Finally, we verify now that $d$ induces a metric space that has the topology of a tree. In the following, we let $(x \cdot y)_{0}:=\frac{1}{2}(d(0, x)+d(0, y)-d(x, y))$. Observe that, by definition, we have $(x \cdot y)_{0}=d(0, x \wedge y)$.

Lemma 3.16 (Triangle inequality and four-point condition). A.s., for every $x, y, z \in[0,1]$, we have
i) $0 \leq d(x, y) \leq d(x, z)+d(z, y)$, and
ii) $(x \cdot y)_{0} \geq \min \left\{(x \cdot z)_{0},(z \cdot y)_{0}\right\}$.

Proof. We prove $i$ ) and ii) simultaneously. Note that $d(x, y) \geq 0$ by Lemma 3.13. By definition, $x \wedge z \in \llbracket 0, x \rrbracket$. Suppose first that $x \wedge z \in \llbracket 0, x \wedge y \llbracket$. Then, $z \wedge y \in \llbracket 0, x \wedge y \llbracket$ as well by Lemma 3.15. It follows readily that $d(0, x \wedge y) \geq d(0, x \wedge z), d(0, y \wedge z)$. Furthermore, by definition,

$$
d(x, y)=d(x, x \wedge y)+d(x \wedge y, y) \leq d(x, x \wedge z)+d(x \wedge y, y) \leq d(x, z)+d(z, y)
$$

If on the other hand, we have $x \wedge z \in \llbracket x \wedge y, x \rrbracket$, then Lemma 3.15 implies that $z \wedge y=x \wedge y$. As a consequence, we have $d(0, x \wedge y)=d(0, z \wedge y)=\min \{d(0, x \wedge z), d(0, z \wedge y)\}$. Moreover

$$
\begin{equation*}
d(x, y)=d(x, x \wedge y)+d(x \wedge y, y)=d(x, x \wedge z)+d(x \wedge z, x \wedge y)+d(x \wedge y, y) \tag{11}
\end{equation*}
$$

and

$$
\begin{aligned}
d(x, z)+d(z, y) & =d(x, x \wedge z)+d(x \wedge z, z)+d(z, y \wedge z)+d(y \wedge z, y) \\
& =d(x, x \wedge z)+d(x \wedge z, z)+d(z, x \wedge y)+d(x \wedge y, y)
\end{aligned}
$$

which is easily seen to be at least as large as the right-hand side of (11).
By Lemma 3.16, $d$ satisfies the triangle inequality and thus induces a metric on the quotient space: Let $x \sim y$ if $d(x, y)=0$. Let $\mathscr{T}^{\circ}:=\{x \in[0,1]: d(0, x)<\infty\}$, and write $\mathscr{T}$ for the metric completion of the quotient $\mathscr{T}^{\circ} / \sim$; we still write $d$ for the induced metric on $\mathscr{T}$. Writing $\pi$ for the canonical projection, we let $\rho=\pi(0)$ be the root of $\mathscr{T}$ and $\mu$ be the push-foward of the Lebesgue measure on $[0,1]$ by $\pi$. We define $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ as $\mathfrak{T}:=(\mathscr{T}, d, \mu, \rho)$.

We will later on identify exactly the distribution of $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ the Brownian CRT (Theorem 1.3); however since the proof requires to introduce a number of additional concepts, it is interesting to first verify that:

Proposition 3.17. With probability one, the metric space $(\mathscr{T}, d)$ is a real tree.

Remark 3.18. i) We define $\mathscr{T}^{\circ}$ to ensure that $(\mathscr{T}, d)$ is connected. We will see later that a.s. $\mathscr{T}^{\circ}=[0,1]$. ii) It is plausible that $\left(\mathscr{T}^{\circ}, d\right)$ is already complete; we do not have a short argument for either direction, and we did not try to investigate further since there is no real influence on what follows.

Proof of Proposition 3.17. By the four-point condition in Lemma 3.16 ii) and Lemma 3.10 of [32], $\mathscr{T}$ is 0-hyperbolic [see also 27]. Then, by Theorem 3.40 of [32], it suffices to prove that $\mathscr{T}$ is connected to complete the proof.

We show that $\mathscr{T}$ is path-connected; this relies on the fact, proved in Section 3.6, that there exists a measure $\ell$ on $\mathscr{T}$ such that for all $x, y \in[0,1]$ we have $d(x, y)=\ell(\llbracket x, y \rrbracket)$. Let $\pi$ denote the canonical projection from $[0,1]$ onto $\mathscr{T}$. For any $r \in[0, d(0, x)]$, let $x_{r}:=\sup \{s \in \llbracket 0, x \rrbracket: d(0, s) \leq r\}$. Then we claim that the map $\phi$ given by $\phi(r)=\pi\left(x_{r}\right)$ is an isometry from $[0, d(0, x)]$ to $\mathscr{T}$. To see this, note first that since $d(0, s)$ is non-decreasing for $s \in \llbracket 0, x \rrbracket$, and the set $\{s \in \llbracket 0, x \rrbracket: d(0, s) \leq r\}$ is closed, we have $d(0, \phi(r))=d\left(0, x_{r}\right) \leq r$. On the other hand, for $s \in \llbracket 0, x \rrbracket$, we have $d(0, s)=\ell(\llbracket 0, s \rrbracket)=$ $\ell(\llbracket 0, x \rrbracket \cap[0, s \rrbracket)$; since $\ell(\llbracket 0, x \rrbracket)<\infty$ the right-hand side is continuous if we consider $s \in[0,1]$. It follows that $d(0, \phi(r))=r$, and that $\phi$ is an isometry. Therefore, for every $x$, there is a geodesic from 0 to $x$, and $\mathscr{T}$ is path-connected and then connected.

The following consistency property will be useful. It implies in particular that the pairwise distances may be defined using only certain suitable sub-excursions of e.
Lemma 3.19 (Restriction and consistency). For $x \in[0,1]$, let $\left(t_{i}\right)_{i \geq 0}$ denote the vertices of $\mathcal{V}_{x} \cap \mathscr{L}$, and $z_{i}=z_{i}(x), i \geq 0$, the corresponding intercepts. Then
i) for any $i \geq 0$, we have

$$
\llbracket 0, x \rrbracket=\bigcup_{0 \leq j<i} \llbracket t_{j}, t_{j+1} \rrbracket \cup \llbracket t_{i}, x \rrbracket \quad \text { and } \quad d(0, x)=\sum_{0 \leq j<i} d\left(t_{j}, t_{j+1}\right)+d\left(t_{i}, x\right) .
$$

ii) for every $i \geq 0$ there exists a vector $\mathbf{U}_{i}$ constructed from $\mathbf{U}$ such that, almost surely, the restriction of $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ to $\pi\left(\left[t_{i}, z_{i}\right]\right)$ is isometric to $\operatorname{CMT}\left(h_{i}, \mathbf{U}_{i}\right)$, where $h_{i}$ is the excursion defined in (4).

Proof. $i$ ) By definition, $t_{i} \in \llbracket 0, x \rrbracket$ so that decomposing $\llbracket 0, x \rrbracket$ on $\left[0, t_{i}\right] \cup\left[t_{i}, x\right]$, it follows immediately that $\llbracket 0, x \rrbracket=\llbracket 0, t_{i} \rrbracket \cup \llbracket t_{i}, x \rrbracket$. A straightforward induction yields the claim.
ii) By Lemma 3.2, $t_{i} \in \mathcal{V}_{y}$ so that $t_{i} \in \llbracket 0, y \rrbracket \cap \llbracket 0, x \rrbracket$. It follows that $t_{i} \leq x \wedge y$. For the interval $\left[t_{i}, z_{i}\right] \subseteq[0,1]$, we now define a sequence $\mathbf{U}_{i}$ from $\mathbf{U}$ as follows. Recall Remark 3.9 about the association map, and let $\left(I_{j}\right)_{j \geq 1}$ the enumeration of the intervals with rational end points there. Recall also the definition of $h_{i}$ in (4). We denote by $j(\mathrm{e}, \cdot)$ and $j\left(h_{i}, \cdot\right)$ the association maps of e and $h_{i}$ respectively. For every $t \in \mathscr{L}(\mathrm{e})$, then $t-t_{i} \in \mathscr{L}\left(h_{i}\right)$ (the set of local minima is a.s. preserved by the removal of a linear drift). Let

$$
U_{i, k}:= \begin{cases}U_{j\left(\mathrm{e}, t+t_{i}\right)} & \text { if } k=j\left(h_{i}, t\right) \text { for some } t \in \mathscr{L}\left(h_{i}\right) \\ 0 & \text { otherwise }\end{cases}
$$

Let $\mathbf{U}_{i}=\left(U_{i, k}\right)_{k \geq 1}$. Then, the restriction of $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ to $\pi\left(\left[t_{i}, z_{i}\right]\right)$ is isometric to $\operatorname{CMT}\left(h_{i}, \mathbf{U}_{i}\right)$. Note that the components of $\mathbf{U}_{i}$ that we have set to 0 above are never used in the construction; if one wants to enforce that $\mathbf{U}_{i}$ has the same distribution as $\mathbf{U}$, one can instead use independent uniform random variables to complete the definition of $\mathbf{U}_{i}$.

### 3.6 Geodesics and the length measure

In this section, we show that the distance $d(x, y)$ is actually a measurable function of the set $\llbracket x, y \rrbracket$. Let $\psi$ be the function defined by $\psi(r)=\sqrt{r|\log | \log r \|}$ for $r>0$, and let $m^{\psi}$ denote the Hausdorff measure constructed on $\mathbb{R}$ using $\psi$ as a gauge function. Recall that the $\psi$-Hausdorff measure $m^{\psi}$ of a Borel set $E \subseteq \mathbb{R}$ is defined by $[33,34,52]$

$$
m^{\psi}(E):=\lim _{\delta \rightarrow 0+} \inf \left\{\sum_{i \geq 1} \psi\left(A_{i}\right): E \subseteq \bigcup_{i \geq 1} A_{i},\left|A_{i}\right|<\delta\right\}
$$

where the $A_{i}$ are intervals and $\left|A_{i}\right|$ are their lengths.
For any $x, y \in[0,1]$, the distances between pairs of points of $\llbracket x, y \rrbracket$ naturally define a measure as follows: for any $z, t \in \llbracket x, y \rrbracket$, we have $\llbracket z, t \rrbracket \subseteq \llbracket x, y \rrbracket$ and we let $\ell_{x, y}(\llbracket z, t \rrbracket)=d(z, t)$. More generally, for any compact interval $A \subseteq[0,1]$, we let $\ell_{\llbracket x, y \rrbracket}^{\circ}(A)=\ell_{\llbracket x, y \rrbracket}^{\circ}(\llbracket x, y \rrbracket \cap A)=d(\inf \llbracket x, y \rrbracket \cap A, \sup \llbracket x, y \rrbracket \cap$ $A)$. This defines $\ell_{\llbracket x, y \rrbracket}^{\circ}$ uniquely as a Borel measure on $[0,1]$.

Lemma 3.20. Let $V$ be a random variable with uniform distribution independent of $(\mathrm{e}, \mathbf{U})$. There exists a constant $a>0$ such that, with probability one, for any Borel set $A \subseteq[0,1]$, we have $\ell_{\llbracket 0, V \rrbracket}(A)=$ $a \cdot m^{\psi}(A \cap \llbracket 0, V \rrbracket)$. In particular, $d(0, V)=a \cdot m^{\psi}(\llbracket 0, V \rrbracket)$.

Remark 3.21. It would be possible to identify the constant $a$ using Theorem 1 of Perkins [57] who strengthened the results of Taylor and Wendel [63] by (among others) identifying the multiplicative constant between the $\psi$-Hausdorff measure and the local time for the zero set of Brownian motion. However, we did not pursue this further.

Proof. For $V$ uniform on $[0,1]$, the Cantor set $\llbracket 0, V \rrbracket$ has a recursive structure that is tractable with the tools developed by Graf, Mauldin, and Williams [36] and Mauldin and Williams [53], which will allow us to compare $m^{\psi}(\llbracket 0, V \rrbracket)$ and $d(0, V)$.

Let $t_{1}=t_{1}(V)$ be the location of the first vertex of the convex minorant of e on the interval $[0, V]$, and let $z_{1}=z_{1}(V)$. Then, by Lemma 3.6,

$$
\left(t_{1}, z_{1}-t_{1}, 1-z_{1}\right) \sim \operatorname{Dirichlet}\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right),
$$

so that, conditionally on $\left(t_{1}, z_{1}\right), V$ is uniform in $\left(t_{1}, z_{1}\right)$. On the other hand, the random jump $\xi_{1}=\boldsymbol{j}\left(t_{1}\right)$ is uniform in $\left(0, t_{1}\right)$ and independent of the rest. This implies that the random Cantor set $\llbracket 0, V \rrbracket$ has the same distribution as $C$ constructed as follows. Let $\mathcal{U}_{2}:=\bigcup_{n \geq 0}\{1,2\}^{n}$, and let $\left(\Delta_{1}(u), \Delta_{2}(u), \Delta_{3}(u)\right)$, $u \in \mathcal{U}_{2}$, be i.i.d. copies of a $\operatorname{Dirichlet}\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right)$ random vector $\left(\Delta_{1}, \Delta_{2}, \Delta_{3}\right)$. Set $C_{\varnothing}=[0,1]$ and, for each $u \in \mathcal{U}_{2}$, let

$$
C_{u 1}:=\left[\inf C_{u}, \inf C_{u}+\left|C_{u}\right| \cdot \Delta_{1}(u)\right], \quad \text { and } \quad C_{u 2}:=\left[\sup C_{u 1}, \sup C_{u 1}+\left|C_{u}\right| \cdot \Delta_{2}(u)\right] .
$$

Observe that, for each $u, C_{u 1}$ and $C_{u 2}$ are two intervals in $C_{u}$, with disjoint interior. Then, for $n \geq 0$, we set $C^{n}=\bigcup_{|u|=n} C_{u}$ and $C=\bigcap_{n \geq 0} C^{n}$. Note in particular that no additional randomness is needed, that would correspond to the point $V$ : with this definition $\sup C$ is uniformly distributed on $[0,1]$.

The law of $\left(\Delta_{1}, \Delta_{2}\right)$ is explicit and its density $\rho\left(x_{1}, x_{2}\right)$ is given by

$$
\rho\left(x_{1}, x_{2}\right)=x_{1}^{-1 / 2} x_{2}^{-1 / 2}\left(1-x_{1}-x_{2}\right)^{-1 / 2} \frac{\Gamma(3 / 2)}{\Gamma(1 / 2)^{3}} \cdot \mathbf{1}_{x_{1}+x_{2} \leq 1} .
$$

Theorem 5.1 of [36] applies: one easily verifies that for $\alpha=1 / 2$ we have $\mathbf{E}\left[\Delta_{1}^{\alpha}+\Delta_{2}^{\alpha}\right]=1, \mathbf{P}\left(\Delta_{1}^{\alpha}+\right.$ $\left.\Delta_{2}^{\alpha}=1\right)=0$, and $\mathbf{E}\left[1 / \min \left\{\Delta_{1}^{\nu}, \Delta_{2}^{\nu}\right\}\right] \leq 2 \mathbf{E}\left[\Delta_{1}^{-\nu}\right]<\infty$ for all $\nu \in\left(0, \frac{1}{2}\right)$. Furthermore, Condition (5.1) of [36] is satisfied for the point $\left(x_{1}, x_{2}\right)=\left(\frac{1}{2}, \frac{1}{2}\right)$, since the density $\rho$ is bounded away from zero uniformly. It follows that with probability one, $m^{\psi}(C) \in(0, \infty)$. Now, Theorem 5.5 there does not directly apply since the $C_{u 1}$ and $C_{u 2}$ intersect for every $u$, but this is only at one point, and one easily verifies that the proof there still holds since $m^{\psi}$ assigns measure zero to any countable collection of points. We conclude that there exists a constant $a>0$ such that $d(0, V)=a \cdot m^{\psi}(C)$.

Furthermore, the measure $a \cdot m^{\psi}(\cdot \cap C)$ coincides with the construction measure $\nu$ of Mauldin and Williams [53], which is easily seen to correspond here to the measure $\ell_{[0, V]}^{\circ}$. For an interval $A \subseteq[0,1]$, the sequence

$$
\nu_{n}(A):=\sum_{|u|=n, C_{u} \cap A \neq \varnothing}\left|C_{u}\right|^{1 / 2}
$$

almost surely converges to a limit value $\nu(A)$. This defines the Borel measure $\nu$ on $[0,1]$ of total mass $d(0, V)$. The fact that $\nu(A)=\ell_{\llbracket 0, V \rrbracket}^{\circ}(A)$ should by now be straightforward.

The measures $\ell_{\llbracket x, y \rrbracket}^{\circ}, x, y \in[0,1]$, are actually the restrictions of a general measure on $[0,1]$ which projects to the length measure on the convex minorant tree. There is a pre-skeleton on $[0,1]$ which is defined by $\operatorname{Skel}([0,1])=\cup_{x \in \mathscr{L}} \rrbracket 0, x \llbracket=\cup_{x, y \in \mathscr{L}} \rrbracket x, y \llbracket$. Let $\ell^{\circ}$ be the Borel sigma-finite measure on $[0,1]$ uniquely defined by
i) $\ell^{\circ}\left(\operatorname{Skel}([0,1])^{c}\right)=0$, and
ii) for every $x, y \in \mathscr{L}$, and every interval $A$ of $[0,1], \ell^{\circ}(A \cap \llbracket x, y \rrbracket)=\ell_{\llbracket x, y \rrbracket}^{\circ}(A)$.

Then the push-foward measure $\ell=\pi_{*} \ell^{\circ}$ is the length measure on the convex minorant tree $\mathrm{CMT}(\mathrm{e}, \mathbf{U})$. Finally, we verify that this corresponds to the push-forward of $m^{\psi}$ (up to a multiplicative constant). This is essentially just the fact that the skeleton $\operatorname{Skel}([0,1])$ is a countable union of segments, that we can rewrite in terms of a sequence of i.i.d. uniform points on $[0,1]$

Proposition 3.22. Let $\left(V_{i}\right)_{i \geq 1}$ be i.i.d. uniform on $[0,1]$, also independent of $(\mathrm{e}, \mathbf{U})$. Then
i) $\operatorname{Skel}([0,1]) \subseteq \cup_{i \geq 1} \llbracket 0, V_{i} \rrbracket$, and
ii) with the constant $a>0$ of Lemma 3.20, the measures $\ell^{\circ}$ and $a \cdot m^{\psi}$ almost surely coincide.

Proof. i) Fix any $x \in \mathscr{L}$. Almost surely, there is an $i \in \mathbb{N}$, such that $x=t_{i}(x)$ and $z_{i}(x)>t_{i}(x)$. For any $y \in\left[t_{i}, z_{i}\right)$ we have $x=t_{i}(x)=t_{i}(y)$. In particular, a.s. there exist infinitely many $n \geq 1$ such that $x=t_{i}\left(V_{n}\right)$ for some $i \geq 1$. It follows that $\operatorname{Skel}([0,1]) \subset \cup_{n \geq 1} \llbracket 0, V_{n} \rrbracket$.
ii) For each $n \geq 1$, let $B_{n}:=\llbracket 0, V_{n} \rrbracket \backslash \bigcup_{1 \leq j<n} \llbracket 0, V_{j} \rrbracket$. Then, $\operatorname{Skel}([0,1])$ is contained in the union of the $B_{n}, n \geq 1$, which are disjoint sets, and for any interval $A \subseteq[0,1]$, we have

$$
\ell^{\circ}(A)=\sum_{n \geq 1} \ell^{\circ}\left(A \cap B_{n}\right)=\sum_{n \geq 1} a \cdot m^{\psi}\left(A \cap B_{n}\right)=m^{\psi}(A)
$$

so that the measures $\ell^{\circ}$ and $a \cdot m^{\psi}$ indeed concide.
Remark 3.23. We note the decomposition for the distance $d(0, V)$ identifies its distribution: indeed, by Brownian scaling if $D$ denotes the random variable $d(0, V)$, and $D_{1}$ and $D_{2}$ are two independent copies of $D$, then we have

$$
D \stackrel{d}{=} \sqrt{\Delta_{1}} D_{1}+\sqrt{\Delta_{2}} D_{2}
$$

which implies that, up to a deterministic multiplicative constant, $D$ has the Rayleigh distribution (see for instance Proposition 2.1 of [9]). This can be seen as a first step towards the identification of the law of CMT(e, U); see Section 4 for a full proof of this fact.

### 3.7 Recursive convex minorants of Brownian motion with parabolic drift

We now move on to the definition of the main object of the paper, the tree $\mathrm{CMT}(X, \mathbf{U})$. A straightforward application of the Girsanov Theorem shows that, for any $x \in \mathbb{R}_{+}$, the law of $\left(X_{s \in[0, x]}\right)$ is absolutely continuous with respect to that of $\left(W_{s}\right)_{s \in[0, x]}$. As a consequence, "local properties" that hold almost surely for $W$ also hold almost surely for $X$ as well. Since we are only interested in a definition in this section, we may focus on the case of a Brownian motion. In the following, we use the same notation as for the Brownian excursion, we believe that it should not cause any confusion.

The convex minorant tree associated with a Brownian motion. We consider $\left(W_{s}\right)_{s \geq 0}$ a standard Brownian motion. Fix $x \in \mathbb{R}_{+}$and consider the recursive convex minorants of $W$ on $[0, x]$. Recall that $\mathcal{V}_{x}(W)$ a.s. has an accumulation point at 0 ; let $\left(t_{i}\right)_{i \in \mathbb{Z}}=\left(t_{i}(x, W)\right)_{i \in \mathbb{Z}}$ as defined in Section 3.2. The sequence $\left(t_{i}\right)_{i \in \mathbb{Z}}$ is bi-infinite, but one can write for a fixed $i$

$$
\begin{equation*}
\llbracket 0, x \rrbracket:=\{0\} \cup \bigcup_{j: j \leq i} \llbracket t_{j-1}, t_{j} \rrbracket \cup \llbracket t_{i}, x \rrbracket . \tag{12}
\end{equation*}
$$

By Lemma 3.5, the sets $\llbracket t_{j-1}, t_{j} \rrbracket$, for $j$ such that $j \leq i$ and $\llbracket t_{i}, x \rrbracket$ are well-defined by the construction of Section 3 (for the Brownian excursion). Furthermore, Lemma 3.19 ensures that the value of $\llbracket 0, x \rrbracket$ is independent of $i \in \mathbb{Z}$, so that $\llbracket 0, x \rrbracket$ is well-defined as well. To define the distance $d(0, x)=d_{W}(0, x)$, we shall verify that the sum of distances given by the decomposition in (12) converges (a priori, 0 could be at infinite distance from every point $x>0$ ). Observe that, still from Lemma 3.5, conditionally on $\left(t_{i}\right)_{i \in \mathbb{Z}}$, for any $i \in \mathbb{Z}, d\left(t_{i}, t_{i+1}\right)$ is distributed like $\left|t_{i+1}-t_{i}\right|^{1 / 2}$ times the distance between 0 and 1 in $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$. Also by Theorem 1, Corollary 1 of [58] and Brownian scaling, $\left(\left|t_{i+1}-t_{i}\right|\right)_{i \in \mathbb{Z}}$ has the same distribution as $\left(x_{i} / \sum_{j \in \mathbb{Z}} x_{j}\right)_{i \in \mathbb{Z}}$, where $\left(x_{j}\right)_{j \in \mathbb{Z}}$ denote the points of a Poisson point process of intensity $e^{-x} / x d x$ on $\mathbb{R}_{+}$. Straightforward calculation shows that $\mathbf{P}\left(\sum_{i} x_{i}>0\right)=1$ and $\mathbf{E}\left[\sum_{i} x_{i}^{p}\right]=$ $\int_{0}^{+\infty} x^{p-1} e^{-x} d x<\infty$ for $p \in(0,1]$ so that a.s. $\sum_{i} \sqrt{x_{i}}<+\infty$ and $\sum_{i} x_{i}<+\infty$ which implies that $\sum_{i}\left|t_{i+1}-t_{i}\right|^{1 / 2}<\infty$ almost surely.

So, for the distance we may define $d(0, x)=d_{W}(0, x)$ by

$$
d_{W}(0, x):=\sum_{j \leq i} d\left(t_{j-i}, t_{j}\right)+d\left(t_{i}, x\right)=\sum_{j \in \mathbb{Z}} d\left(t_{j-1}, t_{j}\right)
$$

which is almost surely finite for almost all $x \in \mathbb{R}_{+}$. In particular, with probability one $d_{W}(0, x)<\infty$ for every $x \in \mathscr{L}(W)$ by Lemma 3.3.

Finally, for any $x, y>0$, we can define $d(x, y)=d_{W}(x, y)$ as follows. Writing $x \wedge y=\sup \llbracket 0, x \rrbracket \cap$ $\llbracket 0, y \rrbracket$ as before, we have $x \wedge y \in \llbracket 0, t \rrbracket$ for some $t \in \mathscr{L}$, by the obvious extension of Lemma 3.14 to the case of Brownian motion. Therefore, $d(0, x \wedge y)<\infty$. We may thus define

$$
d_{W}(x, y):=d_{W}(0, x)+d_{W}(0, y)-2 d_{W}(0, x \wedge y)
$$

and we will prove that it is a.s. finite for all $x, y$. Note also that, assuming without loss of generality that $y<x$, there exists some $i \in \mathbb{Z}$ such that $y \in\left[t_{i}, t_{i+1}\right)$. In particular, $x, y \in\left[t_{i}, z_{i}\right]$ and we may equivalently define $d(x, y)$ by

$$
d\left(t_{i}, x\right)+d\left(t_{i}, y\right)-2 d\left(t_{i}, x \wedge y\right)
$$

and any $i$ of which $t_{i}<y$ would yield the exact same value.
The convex minorant tree associated with $X$ : The Brownian parabolic tree. At last, we consider $X$, the Brownian motion with parabolic drift. By absolute continuity, the sets $\llbracket x, y \rrbracket=\llbracket x, y \rrbracket_{X}$ and $d(x, y)=d_{X}(x, y)$ are also well-defined for every $x, y \in \mathbb{R}_{+}$. The triangle inequality and four-point condition are satisfied by construction (Lemma 3.16). Let $x \sim y$ if $d_{X}(x, y)=0$, and let ( $\left.\mathscr{M}, d\right)$ denote the metric completion of the quotient metric space; define $\rho=\pi(0)$. For the mass measure, one needs some rescaling and we shall admit for now that the collection of measures $\left(\left.x^{-1} \pi_{*} \operatorname{Leb}\right|_{[0, x]}\right)_{x>0}$ converges weakly with probability one to a probability measure $\mu$. The proof of this fact is the topic of Section 6.1. Finally, we let $\operatorname{CMT}(X, \mathbf{U})$ denote the pointed measured complete metric space $\mathfrak{M}:=$ $(\mathscr{M}, d, \mu, \rho)$, and we call it the Brownian parabolic tree.

## 4 A dynamic point of view and the law of $\operatorname{CMT}(\mathbf{e}, \mathrm{U})$

In this section, we study the convex minorant tree of a standard Brownian excursion. We prove Theorem 1.3 in the case where $s=0$ which says that $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ is distributed like the Brownian continuum random tree, and Theorem 1.5 which relates $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ to the additive coalescent. We are interested here in the case of excursions, and the natural range of interest for $Z^{\lambda}(\omega)$ is then $\lambda \in(-\infty, 0]$, and we shall therefore rather work with $\left(Z^{-\tau}(\omega)\right)_{\tau \geq 0}$, which also turns out to be a cadlag process (see Lemma A.1). We still occasionally use the parameterization with $\lambda$.

### 4.1 A fragmentation connected to Brownian motion

The properties of $Z^{\lambda}$ is intimately related to the following operators. For $\lambda \in \mathbb{R}$, define the operator $\Psi_{\lambda}$ as follows: for a function $f$ continuous on an interval $D \subseteq \mathbb{R}_{+}$, and $t \in D$

$$
\begin{equation*}
\Psi_{\lambda} f(t):=f(t)+\lambda t-\inf \{f(s)+\lambda s: s \in D, s \leq t\} . \tag{13}
\end{equation*}
$$

Then, $Z^{\lambda}(\omega)=\left\{s \in D: \Psi_{\lambda} \omega(s)=0\right\}$. The family of operators $\left(\Psi_{\lambda}\right)_{\lambda \in \mathbb{R}}$ enjoys the following composition property, which is a straightforward reformulation of the arguments leading to Theorem 1 i) of [20]. For $t \geq 0$, let $\mathfrak{S}_{t}$ denote the shift operator defined by $\mathfrak{S}_{t} f(s)=f(t+s)$, for all $s \geq 0$.

Lemma 4.1. Let $f$ be a continuous function on $D \subseteq \mathbb{R}_{+}$and suppose that, for some $\lambda \in \mathbb{R}$ and $t \in D$, we have $\Psi_{\lambda} f(t)=0$. Then, for all $h, s \geq 0$ with $t+s \in D$ one has

$$
\mathfrak{S}_{t} \Psi_{\lambda-h} f(s)=\Psi_{\lambda-h} f(t+s)=\Psi_{-h} \mathfrak{S}_{t} \Psi_{\lambda} f(s) .
$$

In particular, $\Psi_{\lambda-h} f(t)=0$ for all $h \geq 0$.
We now go back to the case where $f=\mathrm{e}$ is a Brownian excursion and write $Z^{\lambda}=Z^{\lambda}(\mathrm{e})$ (in this case, $D=[0,1]$ ). Lemma 4.1 implies for instance that $Z^{-\tau}=Z^{-\tau}(\mathrm{e})$ is non-decreasing in $\tau$ for the inclusion, and thus induces a fragmentation in the sense that the connected components of its complement split as $\tau$ increases. For any $x \in[0,1)$ let $I^{\tau}(x)$ be the maximal interval of the form $[a, b)$ containing $x$ such that for $(a, b) \cap Z^{-\tau}=\varnothing$. For $x, y \in[0,1)$, we let $x \sim_{\tau} y$ if $I^{\tau}(x)=I^{\tau}(y)$. Observe that, for every $\tau \geq 0$, the collection of $I^{\tau}(x)$ forms a partition of $[0,1)$.

By Lemma A.1, a.s, for every $\tau \geq 0,[0,1] \backslash Z^{-\tau}$ consists in countably many open intervals, whose lengths we denote by $F_{1}(\tau), F_{2}(\tau), \ldots$ in the decreasing order. Then, let $F(\tau)=\left(F_{i}(\tau)\right)_{i \geq 1}$. The main result of Bertoin [20] is that the process $(F(\tau), \tau \geq 0)$ has the same distribution as another remarkable fragmentation introduced by Aldous and Pitman [15], where a Brownian continuum random tree is logged along its skeleton at the points of an (independent) Poisson point process of unit intensity; the process of interest is the sequence of sorted masses of the fragments. This shows in particular that, up to a time change, the time reversal of $(F(\tau))_{\tau \geq 0}$ is the classical standard additive coalescent.

Although there is no obvious coupling between the two representations directly in the continuous, this shows that the fragmentation of $[0,1]$ constructed by Bertoin corresponds to a fragmentation of a certain Brownian continuum random tree. This section will show that (one choice for) this tree is the convex minorant tree $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$. We will also identify the collection of points/times where/when it should be cut and thereby, provide a coupling between the two representations.

The rest of the section is organized as follows. In Section 4.2, we make explicit the correspondence between $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ and the dynamics related to the process $Z^{-\tau}$ described above. In Section 4.3, following Bertoin and Miermont [21], we introduce the cut tree which encodes the genealogy of the fragmentation $(F(\tau))_{\tau \geq 0}$. The cut tree is a crucial ingredient since it provides the link between the fragmentation and the recovery of "the tree what was logged" through the inverse cut tree transform that has been studied in [1,25]. In Section 4.4, we make the connection between the cut tree, the inverse transform and $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ and complete the proofs of Theorem 1.3 (with $s=0$ ) and Theorem 1.5.

### 4.2 Making the dynamics explicit

In this section, we provide another point of view on the convex minorant tree that makes explicit its relation with the fragmentation of $[0,1]$ induced by $Z^{-\tau}=Z^{-\tau}(\mathrm{e})$.

Lemma 4.2. Almost surely, the following holds for every point $x \in[0,1]$. Let $\left(t_{i}\right)_{i \geq 0}$ and $\left(\gamma_{i}\right)_{i \geq 0}$ be the vertices and the slopes of the convex minorant of e on $[0, x]$. Then, setting $\gamma_{-1}=0$ for convenience, we have for all $i \geq 0$,
i) $\inf I^{\tau}(x)=t_{i}$ for all $\tau \in\left[\gamma_{i-1}, \gamma_{i}\right)$, and
ii) $\sup I^{\tau}(x)=z_{i}$ for $\tau=\gamma_{i-1}$.

Proof. We work on a set $\Omega^{\star}$ of probability one where all the events of Lemma 3.3 occur, in particular, the slopes $\left(\gamma_{i}\right)_{i \geq 0}$ are strictly increasing for every $x \in[0,1]$. The rest of the proof is deterministic, and we proceed by induction on $i \geq 0$.

Write $\mathrm{e}^{\lambda}$ for the function $s \mapsto \mathrm{e}(s)+\lambda s$. For $i=0$, by construction of the convex minorant, for every $\tau \in\left[0, \gamma_{0}\right)$, $\mathrm{e}^{-\tau}$ is positive on $(0, x]$ and thus $\inf I^{\tau}(x)=0=t_{0}$. For $\tau=\gamma_{0}$ we have $\mathrm{e}^{-\gamma_{0}}\left(t_{1}\right)=\mathrm{e}^{-\gamma_{0}}\left(z_{1}\right)=0$, and $\mathrm{e}^{-\gamma_{0}}(s)>0$ for $s \in\left(t_{1}, z_{1}\right)$. It follows that $t_{1}, z_{1} \in Z^{-\gamma_{0}}$ and that $\sup I^{\gamma_{0}}(x)=z_{1}$.

Suppose now that, for some $j \geq 0$, the claims in $i$ ) and ii) both hold for all $0 \leq i \leq j$, and that $t_{j+1}, z_{j+1} \in Z^{-\gamma_{j}}$. By expressing $\Psi_{-\gamma_{j}-h} \mathrm{e}$ for $h \geq 0$ in terms of $\Psi_{-\gamma_{j}} \mathrm{e}$, Lemma 4.1 allows us to proceed. First note that the vertices of the convex minorant of $\Psi_{-\gamma_{j}}$ e on $[0, x]$ that are in $\left[t_{j+1}, 1\right]$ are precisely $\left(t_{j+k}\right)_{k \geq 1}$ and the corresponding slopes are $\left(\gamma_{j+k}-\gamma_{j}\right)_{k \geq 1}$. The argument we have just used for $j=0$ applies to $\mathfrak{S}_{t_{j+1}} \Psi_{-\gamma_{j}}$ e and yields that for all $h \in\left[0, \gamma_{j+1}-\gamma_{j}\right)$, we have inf $I^{\gamma_{j}+h}(x)=t_{i+1}$ and $\sup I^{\gamma_{i+1}}(x)=z_{i+1}$. Furthermore, for $h=\gamma_{j+1}-\gamma_{j}, t_{j+2}$ and $z_{j+2}$ are both zeros of $\Psi_{-\gamma_{j+1}} \mathrm{e}$, while the latter is positive on $\left(t_{j+2}, z_{j+2}\right)$. This completes the proof.

For $x, y \in[0,1)$, define $\tau(x, y)=\sup \left\{\tau \geq 0: x \sim_{\tau} y\right\}$. Note that, by the left-continuity of $Z^{\lambda}$, we have $Z^{-\tau(x, y)} \cap[x, y] \neq \varnothing$. Recall the definition of $\xi_{m}$ from Section 3.4, which is also the point $\boldsymbol{j}\left(t_{m}\right)$ as defined in Remark 3.11.

Lemma 4.3. Almost surely for every $x \neq y \in[0,1)$, we have the following: let $\left(t_{i}\right)_{i \geq 0}$ be the vertices of the convex minorant of e on $[0, \max \{x, y\}]$. Then, $m:=\min \left\{i \geq 1: t_{i}>\min \{x, y\}\right\}<\infty$, and:
i) $Z^{-\tau(x, y)} \cap[x, y]$ consists of the single point $\kappa(x, y)=t_{m}$ that we call a cut point;
ii) $\tau(x, y)=\gamma_{m-1}$;
iii) $I^{\tau(x, y)}(\min \{x, y\})=\left[t_{m-1}, t_{m}\right)$ and $I^{\tau(x, y)}(\max \{x, y\})=\left[t_{m}, z_{m}\right)$.

Furthermore, we let $\eta(x, y)=\xi_{m}=\boldsymbol{j}\left(t_{m}\right) \in\left(t_{m-1}, t_{m}\right)$; conditionally on $I^{\tau(x, y)}(\min \{x, y\})=S$, $\eta(x, y)$ is uniformly distributed on $S$.

Proof. The set of probability one is $\Omega^{\star}$ where all the events of Lemma 3.3 occur for every point of $[0,1]$. The points $i$ ) to $i i i$ ) are straightforward consequences of Lemma 4.2, applied to the fragment containing $I^{\tau}(\max \{x, y\})$ until the time when it does not contain $\min \{x, y\}$ any longer. The statement concerning the distribution of $\eta(x, y)$ is a consequence of fact that $\eta(x, y)$ is then $\boldsymbol{j}\left(t_{m}\right)$, which is uniform in $\left[t_{m-1}, t_{m}\right]$ conditionally on $t_{m-1}, t_{m}$.

Observe that Lemma 4.3 implies that, almost surely for every $x \neq y$, we have

$$
\begin{equation*}
I^{\tau(x, y)-}(x)=\bigcap_{\tau<\tau(x, y)} I^{\tau}(x)=I^{\tau(x, y)}(x) \sqcup I^{\tau(x, y)}(y) \tag{14}
\end{equation*}
$$

We are now ready to move on to the main objective of this section, namely proving that both $\llbracket x, y \rrbracket$ and $d(x, y)$ may be defined using an alternative binary decomposition where the intervals containing a pair of marked points are split at the corresponding cut point, just as in (14) above.

Let $\mathcal{U}_{2}=\bigcup_{n \geq 0}\{0,1\}^{n}$, where it is understood that $\{0,1\}^{0}=\{\varnothing\}$. Fix now $x, y \in(0,1)$. We define recursively $\left(\Pi_{u}, \tau_{u}, \kappa_{u}, A_{u}, B_{u}\right)_{u \in \mathcal{U}_{2}}$, where $\Pi_{u}$ is an interval, $A_{u} \leq B_{u}$ are two points in the closure of $\Pi_{u}$, and the values $\tau_{u} \in \mathbb{R}_{+}, \kappa_{u} \in[0,1]$ are always such that $\tau_{u}=\tau\left(A_{u}, B_{u}\right)$, $\kappa_{u}=\kappa\left(A_{u}, B_{u}\right)$. It is understood that all these random variables depend on $x, y$, so we actually have $\Pi_{u}(x, y), \tau_{u}(x, y), \kappa_{u}(x, y), A_{u}(x, y), B_{u}(x, y)$, for $u \in \mathcal{U}_{2}$, but we usually omit the reference to $x, y$. Set $\Pi_{\varnothing}=(0,1), \tau_{\varnothing}(x, y)=\tau(x, y), \kappa_{\varnothing}(x, y)=\kappa(x, y)$ and $A_{\varnothing}=\min \{x, y\}, B_{\varnothing}=\max \{x, y\}$. Let $\Pi_{0}=I^{\tau_{\varnothing}}\left(A_{\varnothing}\right)$ and $\Pi_{1}=I^{\tau_{\varnothing}}\left(B_{\varnothing}\right)$.

Assuming that we have defined $\left(\Pi_{u}, \tau_{u}, \kappa_{u}, A_{u}, B_{u}\right)$ for some $u \in \mathcal{U}_{2}$ we then set $\Pi_{u 0}=I^{\tau_{u}}\left(A_{u}\right)$, $\Pi_{u 1}=I^{\tau_{u}}\left(B_{u}\right), A_{u 0}=\min \left\{A_{u}, \eta\left(A_{u}, B_{u}\right)\right\}, B_{u 0}=\max \left\{A_{u}, \eta\left(A_{u}, B_{u}\right)\right\}$ and $A_{u 1}=\kappa_{u}=\inf \Pi_{u 1}$, $B_{u 1}=B_{u}$. We finally define $\tau_{u i}=\tau\left(A_{u i}, B_{u i}\right)$ and $\kappa_{u i}=\kappa\left(A_{u i}, B_{u i}\right)$ for $i \in\{0,1\}$.

Lemma 4.4. Almost surely for every $x, y \in[0,1]$, for every $u \in \mathcal{U}_{2}$, we have $A_{u}, B_{u} \in \llbracket 0, x \rrbracket \cup \llbracket 0, y \rrbracket$.
Proof. This is a straightforward induction. For $u=\varnothing$, we have $\left\{A_{\varnothing}, B_{\varnothing}\right\}=\{x, y\}$ and the claim holds by definition. Assume now that it holds for some $u \in \mathcal{U}$. We have $\left\{A_{u 0}, B_{u 0}, A_{u 1}, B_{u 1}\right\}=$ $\left\{A_{u}, B_{u}, \kappa\left(A_{u}, B_{u}\right), \eta\left(A_{u}, B_{u}\right)\right\}$. By Lemma $4.3, \kappa\left(A_{u}, B_{u}\right)$ is a vertex on the convex minorant of e on the interval $\left[0, \max \left\{A_{u}, B_{u}\right\}\right]$ and thus lies in $\llbracket 0, \max \left\{A_{u}, B_{u}\right\} \rrbracket \subseteq \llbracket 0, x \rrbracket \cup \llbracket 0, y \rrbracket$ by the induction hypothesis and Lemma 3.13. The same holds for $\eta\left(A_{u}, B_{u}\right)$ by Lemma 4.3 and the definition of $\llbracket \cdot, \cdot \rrbracket$.

To avoid any difficulties, we define $\hat{d}_{\lambda}$ only for almost every pair of points. This will be enough to exhibit the dynamic properties we have in mind, and settle the foundations for the coupling of Section 7 that allows to identify the law of $\operatorname{CMT}(X, \mathbf{U})$. In the following, $\bar{\Pi}_{u}$ denotes the closure of $\Pi_{u}$. Let

$$
\Pi(x, y)=\bigcap_{n \geq 0} \bigcup_{|u|=n} \bar{\Pi}_{u} \quad \text { and } \quad \hat{d}(x, y)=\limsup _{n \rightarrow \infty} \sum_{|u|=n}\left|\Pi_{u}\right|^{1 / 2}
$$

The set $\Pi(x, y)$ is well-defined and non-empty, but it is so far unclear whether $\hat{d}(x, y)$ is finite.
Proposition 4.5. For any $x, y \in[0,1]$, we have almost surely
i) $\Pi(x, y)=\llbracket x, y \rrbracket$, and
ii) $\hat{d}(x, y)=d(x, y)$.

Proof. $i$ ) Recall that, by definition, $\llbracket x, y \rrbracket$ is the union of $\llbracket 0, x \rrbracket \cap[x \wedge y, 1]$ and $\llbracket 0, y \rrbracket \cap[x \wedge y, 1]$. We follow the binary decomposition defining $\Pi(x, y)$; for each $n \geq 0$, let $0^{n}$ be the left-most node in $\mathcal{U}_{2}$ at level $n$; we agree that, in this context, $0^{0}=\varnothing$. We show that, for each $n \geq 0$, the two sets $\Pi(x, y)$ and $\llbracket x, y \rrbracket$ coincide on $\left[\kappa_{0^{n}}, 1\right]$; we will then show that $\kappa_{0^{n}}=\kappa_{0^{n}} \downarrow x \wedge y$ as $n \rightarrow \infty$.

For $n=0$, we have $\kappa_{0^{0}}=\kappa_{\varnothing}=\kappa(x, y), A_{\varnothing}=\min \{x, y\}$ and $B_{\varnothing}=\max \{x, y\}$. By Lemma 4.3 $i)$ and the definition of $\llbracket 0, B_{\varnothing} \rrbracket$ in Equation (5), the set $\Pi(x, y) \cap\left[\kappa_{0^{0}}, 1\right]$ is contained in $\llbracket 0, B_{\varnothing} \rrbracket$; furthermore, since $x \wedge y \leq \min \{x, y\}=A_{\varnothing}$, it is also the case that $\Pi(x, y) \cap\left[\kappa_{0^{0}}, 1\right]$ is contained in $\llbracket 0, B_{\varnothing} \rrbracket \cap[x \wedge y, 1]$. On the other hand, by Lemma 4.4, $\kappa(x, y) \in \llbracket 0, \max \{x, y\} \rrbracket$, and one easily sees that $\Pi(x, y) \cap\left[\kappa_{0^{0}}, 1\right]=\llbracket 0, B_{\varnothing} \rrbracket \cap\left[\kappa_{0^{0}}, 1\right]$. Indeed, we may now expand $\Pi_{1}$ on the right using the recurrence relation: writing $0^{i} 1^{j}$ for the node at level $i+j$ in $\mathcal{U}_{2}$ obtained by walking $i$ steps left, and then $j$ steps right from the root, and it should be plain that the points $\kappa_{1^{k}}, k \geq 0$, are simply the vertices of the convex minorant of e on $\left[0, B_{\varnothing}\right]$ that are larger than $\kappa_{\varnothing}=\kappa_{0^{0}}$. It follows that the sets $\Pi_{10}, \Pi_{1^{2} 0}, \ldots, \Pi_{1^{i} 0}, \ldots$ all explicitly appear in the decomposition defining $\llbracket 0, B_{\varnothing} \rrbracket$ on the interval $\left[\kappa_{0^{0}}, 1\right]$.

Now for any $n \geq 1$, assuming that we have treated the part of $\Pi(x, y)$ lying in $\left[\kappa_{0^{n}}, 1\right]$, we are left with the portion of $\Pi(x, y)$ that lies in $\left[0, \kappa_{0^{n}}\right]$, which is constructed from $\Pi_{0^{n+1}}$. By Lemma 4.4, we have $A_{0^{n+1}}, B_{0^{n+1}} \in \llbracket 0, x \rrbracket \cup \llbracket 0, y \rrbracket$, and we have $\kappa_{0^{n+1}}=\kappa\left(A_{0^{n+1}}, B_{0^{n+1}}\right)$. To the right, we have the set $\Pi_{0^{n+1}}$, that we may expand from the right using the recurrence relation. The arguments above imply that the $\kappa_{0^{n} 1^{k}}, k \geq 0$, are the vertices of the convex minorant on the interval $\left[0, B_{0^{n+1}}\right]$ that are at least $\kappa_{0^{n+1}}$. Therefore, $\Pi(x, y)$ and $\llbracket x, y \rrbracket$ coincide on $\left[\kappa_{0^{n+1}}, B_{0^{n+1}}\right]$ and thus on $\left[\kappa_{0^{n+1}}, \kappa_{0^{n}}\right]$, and in turn on $\left[\kappa_{0^{n+1}}, 1\right]$ by the induction hypothesis.

Then, note that for each $n \geq 0, x \wedge y \in \Pi_{0^{n}}$. To see this, it suffices to note that for each $n \geq 0$, one of $\left(A_{0^{n}}, B_{0^{n}}\right)$ or $\left(B_{0^{n}}, A_{0^{n}}\right)$ lies in $\llbracket 0, x \rrbracket \times \llbracket 0, y \rrbracket$. This is clearly true for $n=0$, and carries on because at each step we replace $\max \left\{A_{0^{n}}, B_{0^{n}}\right\}$ by $\eta\left(A_{0^{n}}, B_{0^{n}}\right)$ which lies in $\llbracket 0, \max \left\{A_{0^{n}}, B_{0^{n}}\right\} \rrbracket$. Lemma 3.13 them implies that $\inf \Pi_{0^{n}} \in \llbracket 0, x \rrbracket \cap \llbracket 0, y \rrbracket$, which proves the claim. Since inf $\Pi_{0^{n}}$ is non-decreasing, it would suffice to prove that $\operatorname{diam}\left(\Pi_{0^{n}}\right)=\operatorname{Leb}\left(\Pi_{0^{n}}\right) \rightarrow 0$ in order to show that $\kappa_{0^{n}} \rightarrow x \wedge y$, which would complete the proof of $i$ ). So let us now this why $\operatorname{Leb}\left(\Pi_{0^{n}}\right) \rightarrow 0$. For every $u$, we have $A_{u} \in\left[\inf \Pi_{u}, \kappa_{u}\right]$. Then, either $A_{u}<\eta_{u}$ and $\left|\Pi_{u 0}\right| \leq\left|\Pi_{u}\right| \cdot U$ where $U$ is uniformly random on $[0,1]$, or $A_{u} \geq \eta_{u}$, and then $\Pi_{u 0}$ contains two uniform random points so that, $\left|\Pi_{u 00}\right| \leq\left|\Pi_{u}\right| \cdot M$, where $M$ is a $\operatorname{Beta}\left(\frac{1}{2}, 1\right)$ random variable by Lemma 3.6. Since all the random variables are independent, it is straightforward that $\left|\Pi_{0^{n}}\right| \rightarrow 0$ with probability one as $n \rightarrow \infty$.
ii) The correspondence between the sets that are used to define $\Pi(x, y)$ and $\llbracket x, y \rrbracket$ in the proof of $i$, also yields a way of rewriting the sums which proves that $\hat{d}(x, y)=d(x, y)$. We omit the details.

### 4.3 The cut tree and the reconstruction problem

The fragmentation we have presented in Section 4.1 has a remarkable genealogy, which can be encoded into a cut tree introduced by Bertoin and Miermont [21], and which turns out to be distributed like a Brownian continuum random tree.

Let $\left(\zeta_{i}\right)_{i \geq 1}$ be i.i.d. uniform points in $[0,1]$, which are also independent of $(e, \mathbf{U})$. Almost surely, for all $i \neq j$, we have $i \sim_{0} j$. Then, for distinct $i, j \geq 1$ let $\tau_{i j}=\inf \left\{\tau \geq 0: \zeta_{i} \not \chi_{\tau} \zeta_{j}\right\}$ be the first time when $\zeta_{i}$ and $\zeta_{j}$ are separated by a point of $Z^{-\tau}$. Then, we define a function $\delta$ on $\mathbb{N}_{0} \times \mathbb{N}_{0}$ as follows:

$$
\begin{equation*}
\delta(0, i)=\int_{0}^{\infty}\left|I^{\tau}\left(\zeta_{i}\right)\right| d \lambda \quad \text { and } \quad \delta(i, j)=\int_{\tau_{i j}}^{\infty}\left|I^{\tau}\left(\zeta_{i}\right)\right| d \tau+\int_{\tau_{i j}}^{\infty}\left|I^{\tau}\left(\zeta_{j}\right)\right| d \tau \tag{15}
\end{equation*}
$$

where $|\cdot|$ denotes the Lebesgue measure on $[0,1]$. It is known that $\delta$ defines a real tree [21]: let $\mathscr{C}$ denote the completion of $\mathbb{N}_{0}$ with respect to $\delta$, and let $\nu$ denote the weak limit of probability rescaled counting measure on $\{0,1,2, \ldots, n\}$; then $(\mathscr{C}, \delta, \nu, 0)$ is a measured real tree rooted at 0 that we call the cut tree; $\mathbb{N}_{0}=\{0,1,2, \ldots\}$ should be seen as a collection of marks in $\mathscr{C}$. The measured tree ( $\left.\mathscr{C}, \delta, \nu, 0\right)$ is distributed like a Brownian continuum random tree, and the collection of points $\mathbb{N} \subseteq \mathscr{C}$ is an i.i.d. sequence with common distribution $\nu[5,21,25]$.

For each $s \in[0,1]$, let $\Gamma_{\tau}(s):=\left\{i \in \mathbb{N}: \zeta_{i} \sim_{\tau} s\right\}$. Then, each $i \in \mathbb{N}$ is the image of $\zeta_{i}$ in the cut tree $\mathscr{C}$ in the sense that $\Gamma_{\tau}\left(\zeta_{i}\right)$ converges in $\mathscr{C}$ as $\tau \rightarrow \infty$ to the singleton $\{i\}$ (see [5]). Every branch point of $\mathscr{C}$ corresponds to a fragmentation event, just as reflected by the definition in (15). For any $i, j \in \mathbb{N}$, let $i \curlywedge j$ be the common ancestor of $i$ and $j$ in $\mathscr{C}$, that is the point at distance

$$
\int_{0}^{\tau_{i j}}\left|I^{\tau}\left(\zeta_{i}\right)\right| d \tau=\int_{0}^{\tau_{i j}}\left|I^{\tau}\left(\zeta_{j}\right)\right| d \tau
$$

from 0 on the paths between 0 and $i$, and between 0 and $j$. Here, $i \curlywedge_{\mathscr{C}} j$ corresponds to the (unique) fragmentation event that occurs at time $\tau_{i j}$, and that separates $\zeta_{i}$ from $\zeta_{j}$. Let $\mathscr{C}_{i \curlywedge j}^{i}$ and $\mathscr{C}_{i \curlywedge j}^{j}$ be the two subtrees of $\mathscr{C}$ above the point $i \curlywedge j$ that contain respectively $i$ and $j$; then for every $k \in \mathbb{N}$ we have $\zeta_{i} \sim_{\tau_{i j}} \zeta_{k}$ precisely if $k \in \mathscr{C}_{i \curlywedge j}^{i}$. Furthermore, the interval $I^{\tau_{i j-}}\left(\zeta_{i}\right)=I^{\tau_{i j}-}\left(\zeta_{j}\right)$ which contains all the $\zeta_{k}$ for which $\zeta_{k} \sim_{t} \zeta_{i}$ for all $i<\tau_{i j}$ splits into the two intervals $I^{\tau_{i j}}\left(\zeta_{i}\right)$ and $I^{\tau_{i j}}\left(\zeta_{j}\right)$ by the removal of the unique point of $Z^{-\tau_{i j}}$ lying in the interior of $I^{\tau_{i j}-}\left(\zeta_{i}\right)$.

Observe that the cut tree is only constructed from the process of masses of the fragments containing a sequence of i.i.d. uniform points; this is crucial since the "identities" of the fragments seen as subsets of $[0,1]$ retain some information (for instance, only neighbouring intervals can merge). More precisely, we can do so using only the process of masses, by exchangeability of $\left(\zeta_{i}\right)_{i \geq 1}$.

If we see the fragmentation $(F(\tau))_{\tau \geq 0}$ from the point of view of Aldous and Pitman in [15], the cut tree is the genealogy of the fragmentation of a Brownian continuum random tree, and it is natural to try to ask whether one can recover the initial tree $(\mathscr{T}, d, \mu)$ from $\mathfrak{C}=(\mathscr{C}, \delta, \nu, 0)$, or if not, what minimal additional information is necessary. This question has been studied by Broutin and Wang [25] and Addario-Berry, Dieuleveut, and Goldschmidt [5] (see also [3] for a partial result). Quite naturally, since the cut tree is constructed from the process of masses only, the locations of the cuts are lost, and reconstruction is impossible without additional information. The main result of [5,25] is that these locations is the only information that is lost, and that one can recover $(\mathscr{T}, d, \mu)$ from $(\mathscr{C}, \delta, \nu)$ plus this additional information.

Since the fragmentation is binary, for every fragmentation event, there should correspond two points, one in each of the two fragments created. It turns out that these points can be given through their images in $\mathscr{C}$ : the additional information comes in the form of a countable collection of marks in the cut tree, and the only relevant information to us is its distribution conditionally on $(\mathscr{C}, \delta, \nu)$. Let $\operatorname{Br}(\mathscr{C})$ denote the set of branch points of $\mathscr{C}$. Almost surely, for each $b \in \operatorname{Br}(\mathscr{C})$, there are precisely three connected components to $\mathscr{C} \backslash\{b\}$, and we denote by $\mathscr{C}_{b}^{\prime}$ and $\mathscr{C}_{b}^{\prime \prime}$ the two which are not containing 0 , agreeing that $\nu\left(\mathscr{C}_{b}^{\prime}\right)>\nu\left(\mathscr{C}_{b}^{\prime \prime}\right)$. Let $\mathbf{V}=\left\{\left(V_{b}^{\prime}, V_{b}^{\prime \prime}\right): b \in \operatorname{Br}(\mathscr{C})\right\}$ be an independent family of random variables such
that, for each $b \in \operatorname{Br}(\mathscr{C}),\left(V_{b}^{\prime}, V_{b}^{\prime \prime}\right)$ has distribution

$$
\begin{equation*}
\frac{\nu\left(\cdot \cap \mathscr{C}_{b}^{\prime}\right)}{\nu\left(\mathscr{C}_{b}^{\prime}\right)} \otimes \frac{\nu\left(\cdot \cap \mathscr{C}_{b}^{\prime \prime}\right)}{\nu\left(\mathscr{C}_{b}^{\prime \prime}\right)} \tag{16}
\end{equation*}
$$

The inverse cut tree transform then goes as follows: there exists a (measurable) map $\Phi$ that associates, to a pair $(\mathfrak{C}, \mathbf{V})$ a measured real tree that is distributed like a Brownian CRT. We will verify that CMT(e, U) turns out to be $\Phi(\mathfrak{C}, \mathbf{V})$ for a suitable collection $\mathbf{V}$, but for now, let us describe the procedure if $\mathbf{V}$ is given and has the distribution described above (this follows [5]).

For $i, j \in \mathbb{N}$, we can recursively identify a collection of branch points in $\mathscr{C}$, which are meant to correspond to the cut points on the path between $\zeta_{i}$ and $\zeta_{j}$ in $\mathscr{T}$. With this goal in mind, we now define a collection $\left(C_{u}, p_{u}^{0}, p_{u}^{1}\right), u \in \mathcal{U}_{2}$, where $C_{u}$ is a subtree of $\mathscr{C}$, and $p_{u}^{0}, p_{u}^{1} \in C_{u}$. First set $C_{\varnothing}=\mathscr{C}$ and let $p_{\varnothing}^{0}=i, p_{\varnothing}^{1}=j$. Then, given $\left(C_{u}, p_{u}^{0}, p_{u}^{1}\right)$, and writing $b=p_{u}^{0} \curlywedge p_{u}^{1}$, let $C_{u 0}$ (resp. $C_{u 1}$ ) be the one among $\mathscr{C}_{b}^{\prime}$ and $\mathscr{C}_{b}^{\prime \prime}$ which contains $p_{u}^{0}$ (resp. $p_{u}^{1}$ ). Let $p_{u 0}^{0}=p_{u}^{0}, p_{u 1}^{1}=p_{u}^{1}$ and then define $p_{u 0}^{1}$ (resp. $p_{u 1}^{0}$ ) be the one of $V_{b}^{\prime}$ and $V_{b}^{\prime \prime}$ that lies in $C_{u 0}$ (resp. $C_{u 1}$ ). Then for each $n \geq 0$ define

$$
Y_{n}(i, j)=\sqrt{\frac{\pi}{2}} \cdot \sum_{|u|=n} \nu\left(C_{u}\right)^{1 / 2}
$$

Almost surely for all $i, j, Y_{n}(i, j) \rightarrow Y(i, j)$ as $n \rightarrow \infty$. Then the collection of random variables $(Y(i, j): i, j \in \mathbb{N})$ has the same distribution as $(\delta(i, j), i, j \in \mathbb{N})$. Seen as a matrix of pairwise distances, this defines uniquely an isometry class of a random compact real tree, which is a Brownian continuum random tree.

### 4.4 The convex minorant tree as the inverse cut tree transform

From the previous considerations, proving that $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ is indeed a Brownian CRT boils down to verifying that it can be seen as obtained from the inverse cut tree transform from $\mathfrak{C}$ using a certain collection of points that we will denote by $\left\{\left(\beta_{b}^{\prime}, \beta_{b}^{\prime \prime}\right), b \in \operatorname{Br}(\mathscr{C})\right\}$. Our collection is in part constructed as a measurable function of e alone, and the main task consists in verifying that it has indeed the same distribution as $\mathbf{V}$ defined above in (16).

We start with a canonical exploration of the fragmentation. We construct a process $\left(S_{u}, \tau_{u}, \epsilon_{u}\right)_{u \in \mathcal{U}}$ where $S_{u}$ is a half-open interval of $[0,1), \tau_{u}$ is the unique time when there exists $x \in[0,1]$ such that $S_{u}=I^{\tau_{u}}(x)$ (that is the interior of $S_{u}$ is a connected component of $[0,1) \backslash Z^{-\tau_{u}}$ ); furthermore, writing $\ell_{u}=\left|S_{u}\right|, \epsilon_{u}$ is a continuous function on $\left[0, \ell_{u}\right]$ with $\epsilon_{u}(0)=\epsilon_{u}\left(\ell_{u}\right)=0$ and $\epsilon_{u}(r)>0$ on $\left[0, \ell_{u}\right]$. It will also be convenient to write $a_{u}=\inf S_{u} \in S_{u}$. The precise order in which the intervals and times are associated with the elements of $\mathcal{U}$ is key to control the independence structure which turns out to be crucial.

We first set $S_{\varnothing}=[0,1), \tau_{\varnothing}=0$, and $\epsilon_{\varnothing}=\mathrm{e}$; we then have $\ell_{\varnothing}=1$ and $a_{\varnothing}=0$. For $x \in[0,1)$ and $t \geq 0$, let $R_{t}(x)=\sup I^{t}(x)$. The process $\left(R_{t}\left(a_{\varnothing}\right)\right)_{t \geq \tau \varnothing}=\left(R_{t}(0)\right)_{t \geq 0}$ has countably many negative jumps. We let $\ell_{1}>\ell_{2}>\cdots \geq 0$ denote their ranked sizes (in absolute value); then $\sum_{i} \ell_{i}=1$ almost surely. For each $i \geq 1$, we let $\tau_{i}$ be the unique $t \geq \tau_{\varnothing}=0$ with $R_{t-}\left(a_{\varnothing}\right)-R_{t}\left(a_{\varnothing}\right)=\ell_{i}$, and define $S_{i}=\left[R_{\tau_{i}}, R_{\tau_{i}-}\right)$; one then has $a_{i}=R_{\tau_{i}}$. We then let $\epsilon_{i}:\left[0, \ell_{i}\right] \rightarrow \mathbb{R}_{+}$be defined for $r \geq 0$ by

$$
\epsilon_{i}(r)=e^{\tau_{i}}\left(a_{i}+r\right) \mathbf{1}_{0 \leq r \leq \ell_{i}}
$$

Now, for each $u \in \mathcal{U}$, given $S_{u}$ and $\tau_{u}$, let $\left(\tau_{u i}, \ell_{u i}\right)_{i \geq 1}$ denote the times $\tau_{u i} \geq \tau_{u}$ and sizes of the jumps of the process $\left(R_{t}\left(a_{u}\right)\right)_{t \geq \tau_{u}}$ sorted in such a way that $\ell_{u 1}>\ell_{u 2}>\cdots \geq 0$. Write $S_{u i}=$ $\left[R_{\tau_{u i}}\left(a_{u}\right), R_{\tau_{u i}-}\left(a_{u}\right)\right), a_{u i}=\inf S_{u i}, \ell_{u i}=\left|S_{u i}\right|$ and define $\epsilon_{u i}:\left[0, \ell_{u i}\right] \rightarrow \mathbb{R}_{+}$for $r \geq 0$ by

$$
\epsilon_{u i}(r)=e^{\tau_{u i}}\left(a_{u i}+r\right) \mathbf{1}_{r \leq \ell_{u i}}=\epsilon_{u}^{\tau_{u i}-\tau_{u}}\left(\sum_{j \geq 1} \ell_{u j} \mathbf{1}_{a_{u j}<a_{u i}}+r\right) \mathbf{1}_{0 \leq r \leq \ell_{u i}}
$$

Let $\mathcal{F}_{\varnothing}$ be the sigma-algebra generated by $\left(R_{t}(0)\right)_{t \geq 0}$. Then $\left(S_{i}, \ell_{i}, \tau_{i}, a_{i}\right)_{i \geq 1}$ is $\mathcal{F}_{\varnothing}$-measurable while, conditionally on $\mathcal{F}_{\varnothing}$, the $\left(\epsilon_{i}\right)_{i \geq 1}$ are independent Brownian excursions of durations $\ell_{1}>\ell_{2}>$ $\cdots \geq 0$. More generally, let $\mathcal{F}_{u}$ be the sigma-algebra generated by $\left\{\left(R_{t}\left(a_{v}\right)\right)_{t \geq \tau_{v}}, v \preceq u\right\}$. Then $\left(S_{v i}, \ell_{v i}, \tau_{v i}, a_{v i}\right)_{v \preceq u, i \geq 1}$ is $\mathcal{F}_{u}$-measurable while, conditionally on $\mathcal{F}_{u}$, the functions $\left(\epsilon_{u i}\right)_{i \geq 1}$ are independent Brownian excursions of durations $\ell_{u 1}>\ell_{u 2}>\cdots \geq 0$.

The recursive exploration $\left(S_{u}, \tau_{u}, \epsilon_{u}\right)_{u \in \mathcal{U}}$ we have just defined yields a canonical recursive spinal decomposition of the cut tree $\mathscr{C}$; by canonical we mean that the random points that are used are constructed from e only. We say that a point $s \in[0,1]$ has an image $x \in \mathscr{C}$ if $\Pi_{t}(s)=\overline{\left\{j \in \mathbb{N}: \zeta_{j} \sim_{t} s\right\}}$ decreases to the singleton $\{x\}$ as $t \rightarrow \infty$. We let $\mathscr{C}_{\varnothing}=\mathscr{C}$ and $b_{\varnothing}=0$. Working towards the definition of $\left(\beta_{b}^{\prime}, \beta_{b}^{\prime \prime}\right)$, $b \in \operatorname{Br}(\mathscr{C})$, we start by defining a collection $\eta_{u}, u \in \mathcal{U}$. In the following, for $x, y \in \mathscr{C}, \llbracket x, y \rrbracket_{\mathscr{C}}$ denotes the range of the unique geodesic in $\mathscr{C}$ between $x$ and $y$.

Lemma 4.6. With probability one, the points $\left(a_{u}\right)_{u \in \mathcal{U}}$ have images in $\mathscr{C}$ that we denote by $\left(\eta_{u}\right)_{u \in \mathcal{U}}$. They are defined inductively and satisfy:

- $\eta_{\varnothing}$ is the image of $a_{\varnothing}$;
- given $\mathscr{C}_{u}$ and $\eta_{u} \in \mathscr{C}_{u}$ the points $b_{u i}$ are the points of $\llbracket b_{u}, \eta_{u} \rrbracket \mathscr{C}$ at distance $\int_{\tau_{u}}^{\tau_{u i}}\left|I^{t}\left(a_{u}\right)\right| d t$ from $b_{u}$;
- $\mathscr{C}_{u i}$ is the subtree of $\mathscr{C}_{u} \backslash\left\{b_{u i}\right\}$ which contains neither $b_{u}$ nor $\eta_{u}$;
- $\eta_{u i}$ is the image of $a_{u i}$ in $\mathscr{C}$, which turns out to be in $\mathscr{C}_{u i}$.

Furthermore, the family $\left(\eta_{u}\right)_{u \in \mathcal{U}}$ is independent and for each $u \in \mathcal{U}, \eta_{u}$ has distribution $\nu\left(\cdot \cap \mathscr{C}_{u}\right) / \nu\left(\mathscr{C}_{u}\right)$.
Proof. The proof is by induction. It is proved in [20] that the process $\left(\left|I^{t}(0)\right|\right)_{t \geq 0}$ has the same distribution as the process $\left(\left|I^{t}\left(\zeta_{1}\right)\right|\right)_{t \geq 0}$. Therefore with $\Pi_{t}(0):=\overline{\left\{i \in \mathbb{N}: \zeta_{i} \in I^{t}(0)\right\}}$, we have almost surely $\sup \left\{\delta(i, j): i, j \in \Pi_{t}(0)\right\} \rightarrow 0$ as $t \rightarrow \infty$ so that there is a limit point that we denote by $\eta_{\varnothing}$ such that $\Pi_{t}(0) \rightarrow\left\{\eta_{\varnothing}\right\}$; by definition $\eta_{\varnothing}$ is the image of $a_{\varnothing}$ in $\mathscr{C}$. It also follows that $\eta_{\varnothing}$ has distribution $\nu$ in $\mathscr{C}$, since 1 , the image of $\zeta_{1}$ in $\mathscr{C}$, does. The points $b_{i}, i \geq 1$, are precisely the branch points of $\mathscr{C}$ along the segment $\llbracket 0, \eta_{\varnothing} \rrbracket_{\mathscr{C}}$, sorted in the decreasing order of the masses $\nu\left(\mathscr{C}_{i}\right)=\ell_{i}$ of the subtrees of $\mathscr{C}$ hanging from the segment.

Observe now that for $u \in \mathcal{U}$ and $i \geq 1$, conditionally on $\mathcal{F}_{u}$, the process $\left(I^{\tau_{u i}+t}\left(a_{u i}\right)\right)_{t \geq 0}$ is precisely the process of masses of the fragment containing 0 in the fragmentation of the excursion $\epsilon_{u i}$. As a consequence, the image $\eta_{u i}$ of $a_{u i}$ is well-defined. Furthermore, the distribution of $\eta_{u i}$ is the rescaled mass measure $\nu$ in the image of $S_{u i}$ in $\mathscr{C}$, which is precisely $\mathscr{C}_{u i}$. Finally, conditionally on $\mathcal{F}_{u}$, the functions $\left(\epsilon_{u_{i}}\right)_{i \geq 1}$ are independent, and so are the $\left(\eta_{u i}\right)_{i \geq 1}$ : for any collection of bounded continuous functionals $\left(f_{i}\right)_{i \geq 1}$, we have

$$
\mathbf{E}\left[\prod_{i \geq 1} f_{i}\left(\eta_{u i}\right) \mid \mathcal{F}_{u}\right]=\prod_{i \geq 1} \int_{\mathscr{C}_{u i}} f_{i}\left(x_{i}\right) \frac{\nu\left(d x_{i}\right)}{\nu\left(\mathscr{C}_{u i}\right)} .
$$

The claim follows by induction.
Remark 4.7. Observe that, $\mathscr{C}_{u}$ is the complete subtree of $\mathscr{C}$ induced by $\left\{i \in \mathbb{N}: \zeta_{i} \in S_{u}\right\}$. Furthermore, except for $b_{\varnothing}$, the $b_{u}$ are all branch points in $\mathscr{C}$; more precisely $b_{u i}$ is the common ancestor of $\eta_{u}$ and $\eta_{u i}$, namely $b_{u i}=\eta_{u} \curlywedge \eta_{u i}$.

The collection $\left(\eta_{u}\right)_{u \in \mathcal{U}}$ only provides part of the marks we shall need in the cut tree $\mathscr{C}$. The remaining marks are the images of the random points constructed using the sequence of uniform random variables $\mathbf{U}$, and which are associated to the local minima of e.

Lemma 4.8. There is a one-to-one correspondence between the local minima of e and the branch points of the cut tree $\mathscr{C}$ : every branch point of $\mathscr{C}$ is of the form $\eta_{u} \curlywedge \eta_{u i}$ for $u \in \mathcal{U}$ and $i \geq 1$, and the corresponding local minimum is $a_{u i}$.

Proof. For each $t \in \mathscr{L}(e)$, let $t_{0}=0<t_{1}<t_{2}<\cdots<t_{i}=t$ be the vertices of the convex minorant of e on the interval $[0, t]$. Let $z_{0}=1>z_{1}>\cdots>z_{k}$ and $\gamma_{1}<\gamma_{2}<\cdots<\gamma_{k}$ be the corresponding
intercepts and slopes. Then, at time $\gamma_{k}$ the interval $\left[t_{k-1}, z_{k}\right)$ is split into the pair $\left[t_{k-1}, t_{k}\right),\left[t_{k}, z_{k}\right)$. Let $j_{1}=\inf \left\{j \in \mathbb{N}: \zeta_{j_{1}} \in\left[t_{k-1}, t_{k}\right)\right\}$ and $j_{2}=\inf \left\{j \in \mathbb{N}: \zeta_{j_{2}} \in\left[t_{k}, z_{k}\right)\right\}$. To make the correspondence more explicit, we exhibit the two points $\eta_{u}$ and $\eta_{u i}$ in $\mathscr{C}$ such that the branch point corresponding to $t$ is $\eta_{u} \curlywedge \eta_{u i}=j_{1} \curlywedge j_{2}$. It shall be noted that the branch point corresponding to $t=t_{i}$ is not the image of $t$ in the cut tree $\mathscr{C}$, the latter being almost surely the leaf $\eta_{u i}$ that we will exhibit. The path to follow in $\mathcal{U}$ is given by the convex minorant. Let $i_{1} \geq 1$ be the unique index such that $\tau_{i_{1}}=\gamma_{1}$; then, let $i_{2}$ be the unique index such that $\tau_{i_{1} i_{2}}=\gamma_{2}$, and so on which yields a point $u=i_{1} i_{2} \ldots i_{k-1}$ with $\tau_{u}=\gamma_{k-1}$, and $a_{u}=t_{k-1}$. Finally, let $i$ be the unique index such that $\tau_{u i}=\gamma_{k}$; then we have $a_{u}=t_{k}=t$ while $z_{k}=R_{\tau_{u i}-}$. The images $\eta_{u}$ and $\eta_{u i}$ of $t_{u}$ and $t_{u i}$ in $\mathscr{C}$ are such that $\eta_{u} \curlywedge \eta_{u i}$ is the branch point $j_{1} \curlywedge j_{2}$.

Conversely, the sequence of sets $\left\{\llbracket 0, \eta_{u} \rrbracket_{\mathscr{C}}:|u| \leq n\right\}, n \geq 1$, increases to $\mathscr{C}$ and thus exhausts all the branch points. In particular, every branch point $b$ of $\mathscr{C}$ is of the form $\eta_{u} \curlywedge \eta_{u i}$ for some $u \in \mathcal{U}$ and $i \geq 1$. Now, for such a branch point, $a_{u i} \in[0,1]$ is the local minimum of e that separates the points from $\left[a_{u}, a_{u i}\right)$ from $S_{u i}$ at time $\tau_{u i}$.

Finally, we complete the definition of the set of marks in the cut tree $\mathscr{C}$. Consider a branch point $b$ of $\mathscr{C}$; by Lemma 4.8, it is of the form $\eta_{u} \curlywedge \eta_{u i}$ for some $(u, i) \in \mathcal{U} \times \mathbb{N}$ and $a_{u i}$ is the corresponding local minimum. Recall now the join point $j\left(a_{u i}\right)$ associated to $a_{u i} \in \mathscr{L}$ (Remark 3.11 on page 14). Observe that, by construction, at time $\tau_{u i}$, the two intervals that get separated are $S_{u i}$ to the right, and $\left[a_{u}, a_{u i}\right)$, to the left. The subtree of $\mathscr{C}$ above the branch point $b$ is therefore the completion of $\left\{i \in \mathbb{N}: \zeta_{i} \in\right.$ $\left.\left[a_{u}, \sup S_{u i}\right)\right\}$, and two intervals $\left[a_{u}, a_{u i}\right)$ and $S_{u i}$ correspond to the two subtrees of $\mathscr{C}$ above the branch point $b$, that we previously denoted by $\mathscr{C}_{b}^{\prime}$ and $\mathscr{C}_{b}^{\prime \prime}$.

Recall that $\mathcal{F}_{u}$ is the sigma-algebra generated by $\left\{\left(R_{t}\left(a_{v}\right)\right)_{t \geq \tau_{v}}, v \preceq u\right\}$, and that, as a consequence, $a_{u}, a_{u i}$ and $S_{u i}$ are $\mathcal{F}_{u}$-measurable. By Lemma 4.6, conditionally on $\mathcal{F}_{u}$, the image $\eta_{u i}$ of $a_{u i}$ in $\mathscr{C}$ is distributed like $\nu\left(\cdot \cap \mathscr{C}_{u i}\right) / \nu\left(\mathscr{C}_{u i}\right)$. Let $\left(\beta_{b}^{\prime}, \beta_{b}^{\prime \prime}\right) \in \mathscr{C}_{b}^{\prime} \times \mathscr{C}_{b}^{\prime \prime}$ be the pair of points formed by $\eta_{u i}$ and the image of $\boldsymbol{j}\left(a_{u i}\right)$ in $\mathscr{C}$ (which a.s. exists since $\boldsymbol{j}\left(a_{u i}\right)$ is uniform in $\left[a_{u}, a_{u i}\right)$ ). Then, conditionally on $\mathcal{F}_{u}$, and by Lemma 4.6, the collection $\left(\beta_{b}^{\prime}, \beta_{b}^{\prime \prime}\right), b \in \operatorname{Br}(\mathscr{C})$ has the same distribution as $\mathbf{V}$ :

Lemma 4.9. The marked cut tree $\left(\mathscr{C},\left\{\beta_{b}^{\prime}, \beta_{b}^{\prime \prime}: b \in \operatorname{Br}(\mathscr{C})\right)\right.$ is such that:
i) $\left\{\left(\beta_{b}^{\prime}, \beta_{b}^{\prime \prime}\right): b \in \operatorname{Br}(\mathscr{C})\right\}$ are independent conditionally on $\mathscr{C}$, and
ii) for each $b,\left(\beta_{b}^{\prime}, \beta_{b}^{\prime \prime}\right)$ are independent random variables with distribution $\nu\left(\cdot \cap \mathscr{C}_{b}^{\prime}\right) / \nu\left(\mathscr{C}_{b}^{\prime}\right) \otimes \nu(\cdot \cap$ $\left.\mathscr{C}_{b}^{\prime \prime}\right) / \nu\left(\mathscr{C}_{b}^{\prime \prime}\right)$.

The points $\left(\beta_{b}^{\prime}, \beta_{b}^{\prime \prime}\right), b \in \mathscr{C}$, now being defined, we are ready to verify that $\Phi(\mathfrak{C}, \boldsymbol{\beta})$ and $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ are almost surely isometric. The arguments above should already make this pretty clear: indeed, for each $b \in \operatorname{Br}(\mathscr{C})$, the set of marks $\left\{\beta_{b}^{\prime}, \beta_{b}^{\prime \prime}\right\}$ is precisely the image in $\mathscr{C}$ the set of points $\left\{j\left(a_{u i}\right), a_{u i}\right\}$ which are identified at time $\tau_{u i}$. To make this formal, fix any $i, j \in \mathbb{N}$, and consider $Y_{n}(i, j)$ and $\hat{d}_{n}\left(\zeta_{i}, \zeta_{j}\right)$. The choice of the marks $\left(\beta_{b}^{\prime}, \beta_{b}^{\prime \prime}\right), b \in \operatorname{Br}(\mathscr{C})$, is precisely made so that, for every $n \geq 1$, sorting the sets $\left\{\nu\left(C_{u}\right),|u|=n\right\}$ and $\left\{\left|\Pi_{u}\right|,|u|=n\right\}$ in decreasing order yields the same sequence, and therefore

$$
Y_{n}(i, j)=\sqrt{\frac{\pi}{2}} \sum_{|u|=n} \nu\left(C_{u}\right)^{1 / 2}=\sqrt{\frac{\pi}{2}} \sum_{|u|=n}\left|\Pi_{u}\right|^{1 / 2}=\hat{d}_{n}\left(\zeta_{i}, \zeta_{j}\right)=d_{n}\left(\zeta_{i}, \zeta_{j}\right)
$$

where the last step follows from Proposition 4.5. Taking the limit as $n \rightarrow \infty$, this implies that, for each $k \geq 1$ the metric spaces $\left(\left\{\zeta_{i}, 1 \leq i \leq k\right\}, d\right)$ and $([k], Y)$ are isometric (with the correspondence $\left(i, \zeta_{i}\right)$, $i \in[k]$ ). Since $\left(\left\{\zeta_{i}, 1 \leq i \leq k\right\}, d\right)$ increases to $\operatorname{CMT}(\mathrm{e}, \mathbf{U})$ (Proposition 3.22), the claim follows by taking the limit as $k \rightarrow \infty$.

Finally, we are ready to prove Theorem 1.5 which shows that the convex minorant tree provides a coupling between the two classical constructions of the additive coalescent by Aldous \& Pitman [15] on the one hand, and Bertoin [20] on the other. Let $\mathcal{P}=\{(\pi(x), \boldsymbol{\Sigma}(x)): x \in \mathscr{L}(e)\}$.

Proof of Theorem 1.5. Observe that, by Lemma 4.8, with probability one, all the local minima of e are of the form $\eta_{u} \curlywedge \eta_{u i}$ defined in Lemma 4.3, and therefore, almost surely, $\mathcal{P}=\left\{\left(\pi\left(a_{u i}\right), \tau_{u i}\right)\right.$ :
$u \in \mathcal{U}, i \in \mathbb{N}\}$. Since, a.s. for all $u \in \mathcal{U}$, we have $\ell_{u}>0$, this can equivalently be put as $\mathcal{P}=$ $\left\{\left(\pi\left(\kappa\left(\zeta_{i}, \zeta_{j}\right)\right), \tau\left(\zeta_{i}, \zeta_{j}\right)\right): i \neq j \in \mathbb{N}\right\}$. From there, the claim is an easy consequence of Theorem 16, and Corollaries 17-18 of [5] (it is even simpler since we do not need to infer the $\tau\left(\zeta_{i}, \zeta_{j}\right)$ from the cut tree, they can be read directly from the fragmentation).

## 5 Compactness of the Brownian parabolic tree $\operatorname{CMT}(X, \mathbf{U})$

In this section, we prove the compactness of $\operatorname{CMT}(X, \mathbf{U})$ constructed in Section 3.7. The completeness is plain from the definition and we only need to verify that $(\mathscr{M}, d)$ is totally bounded.

We will proceed by controlling the growth of a well-chosen sequence of subspaces that increase to $\mathscr{M}$ using a chaining argument. This leads us to a process that is reminiscent to a certain version of Prim's exploration at the discrete level, and that also turns out to be crucial in the calculation of the Hausdorff dimension (see Section 6). The general strategy is inspired from the arguments of Curien and Haas [30] for the compactness of trees constructed by aggregation of segments.

### 5.1 The growth process

In the entire section, we consider the process $X$, and the random variables $Z^{\lambda}=Z^{\lambda}(X)$ refer to this case. We may see the metric space $(\mathscr{M}, d)$ as obtained from the coalescent process induced by $Z^{\lambda}$ on $\mathbb{R}_{+}$, which turns out to be the standard multiplicative coalescent [17, 24]. In this process, fragments only merge by pairs, but obtaining fine quantitative estimates is delicate since for any $\lambda \in \mathbb{R}$ and $h>0$, $Z^{\lambda} \backslash Z^{\lambda+h}$ is a.s. not contained in any compact interval. We shall thus track a single connected component as $\lambda$ increases.

Remark 5.1. The most natural choice of a connected component to track is the largest one, but this leads to some inconvenient conditioning. One could also track a connected component containing a fixed point (at the discrete level), but, without any additional structure, such a node must be uniformly random, and thus the corresponding component would be too small to lead to anything interesting. Here, the structure imposed by the representation on $\mathbb{R}_{+}$allows us to track any fixed point among the ones that do matter even though they are a negligible for the mass measure (that is, the nodes $v_{i}$ for $\epsilon n^{2 / 3} \leq i \leq C n^{2 / 3}$ for constants $0<\epsilon<C$ ).

For each $\lambda \in \mathbb{R}$, let $L_{\lambda}=\sup Z^{\lambda} \cap[0,1)$ and $R_{\lambda}=\inf Z^{\lambda} \cap(1, \infty)$, and define $H_{\lambda}=\left[L_{\lambda}, R_{\lambda}\right)$. So, up to inclusion of the left-most point, $H_{\lambda} \subseteq \mathbb{R}_{+}$is the interval of $\mathbb{R}_{+} \backslash Z^{\lambda}$ which contains the point 1 ; since $1 \notin \bigcup_{\lambda} Z^{\lambda}$ with probability one, this is well-defined for all $\lambda \in \mathbb{R}$. We have the following asymptotics, whose proofs are found in Section 5.2.

Lemma 5.2. There exist constant $c>0$ and $x_{0}, \lambda_{0}$ such that, for all $x>x_{0}$ and $\lambda \geq \lambda_{0}$ we have

$$
\mathbf{P}\left(L_{\lambda} \geq \frac{x}{\lambda^{2}}\right) \leq e^{-c x} \quad \text { and } \quad \mathbf{P}\left(\left|R_{\lambda}-2 \lambda\right|>1\right) \leq e^{-c \lambda}
$$

It follows that $H_{\lambda} \uparrow(0, \infty)$ as $\lambda \rightarrow \infty$, so that $H_{\lambda}$ provides a suitable increasing family of subspaces of $\mathscr{M}$. So for any $x \in \mathbb{R}_{+} \backslash\{0,1\}$, we let $\lambda(x)=\inf \left\{\lambda: x \in H_{\lambda}\right\}$ be the time at which $x$ joins the connected component containing 1. The intervals that join $H_{\lambda}$ play a different role depending on whether they lie to the left or to the right, and we define $\Lambda^{R}=\left\{\lambda \in \mathbb{R}: R_{\lambda}>R_{\lambda-}\right\}$ and $\Lambda^{L}:=\{\lambda \in$ $\left.\mathbb{R}: L_{\lambda}<L_{\lambda-}\right\}$; then $\Lambda^{R}$ and $\Lambda^{L}$ are both countable. Furthermore, they are almost surely disjoint; this is because the standard multiplicative coalescent is binary [14], and could also be proved directly from the representation with $X$ (see the proof of Proposition 7.7). We let $\Lambda=\Lambda^{R} \cup \Lambda^{L}$.

For $x, y \in \mathbb{R}_{+}$, we let $x \leftrightarrow y$ if $\lambda(x)=\lambda(y)$, and let $q_{\lambda}, \lambda \in \Lambda$, be the equivalence classes of this relation. For $\lambda \in \Lambda^{L}$, we have $q_{\lambda}=\left[L_{\lambda}, L_{\lambda-}\right)$, while $q_{\lambda}=\left[R_{\lambda-}, R_{\lambda}\right)$ for $\lambda \in \Lambda^{R}$. Because of this, $\left(q_{\lambda}\right)_{\lambda \in \Lambda^{L}}$ and $\left(q_{\lambda}\right)_{\lambda \in \Lambda^{R}}$ respectively define partitions of $(0,1)$ and $(1, \infty)$ into countably many disjoint intervals.

For an interval $I \subset \mathbb{R}_{+}$, we let $\left.\mathscr{M}\right|_{I}$ be the intrinsic metric space induced by $d$ on $I$ : this is the metric space $\left(I, d_{I}\right)$ where $d_{I}(x, y)=d(x, y)$ if $\llbracket x, y \rrbracket \subseteq I$ and $d_{I}(x, y)=+\infty$ otherwise. So in general, $\left.\mathscr{M}\right|_{I}$ might be disconnected. Let $\mathscr{M}_{\lambda}:=\left.\mathscr{M}\right|_{H_{\lambda}}$; then $\mathscr{M}_{\lambda}$ is connected for all $\lambda \in \mathbb{R}$. For $\lambda \in \Lambda^{R}$ (resp. $\Lambda^{L}$ ), we also let $\mathscr{T}_{\lambda}^{R}:=\left.\mathscr{M}\right|_{q_{\lambda}}$ (resp. $\mathscr{T}_{\lambda}^{L}:=\mathscr{M}_{q_{\lambda}}$ ). Quite plainly, and up to the metric completion, the metric space $\mathscr{M}$ is obtained by combining the $\mathscr{T}_{\lambda}^{R}, \lambda \in \Lambda^{R}$, and $\mathscr{T}_{\lambda}^{L}, \lambda \in \Lambda^{L}$, using the identifications performed during the construction (using the random points constructed from $\mathbf{U}$ ). This process actually turns out rather agreeable: the metric spaces $\mathscr{T}_{\lambda}^{R}$ and $\mathscr{T}_{\lambda}^{L}$ are easy to understand because they are small as $\lambda \rightarrow \infty$, and the way they are put together is also easy to control. Informally, the dynamics as $\lambda$ increases are as follows:

- at time $\lambda \in \Lambda^{R}, \mathscr{T}_{\lambda}^{R}$ merges with $\mathscr{M}_{\lambda-}$ by identifying $\inf q_{\lambda}$ with a uniform point in $H_{\lambda-}$;
- at time $\lambda \in \Lambda^{L}, \mathscr{M}_{\lambda-}$ connects with $\mathscr{T}_{\lambda}^{L}$ by identifying $L_{\lambda-}$ with a uniform point in $\mathscr{T}_{\lambda}^{L}$.

The $\left(\mathscr{M}_{k^{3}}\right)_{k \geq 1}$ is the convenient sequence of subspaces of $\mathscr{M}$ that we mentioned before. The following decomposition which takes advantage of these dynamics will be useful. What matters for now is the global picture, we will fill out the details later on.

- The annuli of forests to the right. For any $k \geq 1$ define $\Lambda_{k}:=\left\{\lambda \in \Lambda^{R}: k^{3}<\lambda \leq(k+1)^{3}\right\}$, and let $\mathscr{F}_{k}$ be the intrinsic metric space induced by $\mathscr{M}$ on $\left(R_{k^{3}}, R_{(k+1)^{3}}\right]$. For each $k \geq 1, \mathscr{F}_{k}$ is a forest consisting of infinitely many connected components obtained when only the identifications within $\left(R_{k^{3}}, R_{(k+1)^{3}}\right]$ are performed. Our aim is to bound the maximum diameter of the connected component $\mathscr{F}_{k}$ in order to control the worst case accumulation of length when putting all the $\mathscr{F}_{k}$ together. Formally, for $\lambda, \lambda^{\prime} \in \Lambda_{k}$ we write $\lambda \equiv_{k} \lambda^{\prime}$ if $R_{\lambda-} \wedge R_{\lambda^{\prime}-}>R_{k^{3}}$, which implies that $\mathscr{T}_{\lambda}^{R}$ and $\mathscr{T}_{\lambda^{\prime}}^{R}$ are connected within $\mathscr{F}_{k}$. We will prove that, almost surely, every equivalence class of this relation is finite. So for each $\lambda \in \Lambda_{k}$, we may define $\rho_{\lambda}:=\min \left\{R_{\lambda^{\prime}-}: \lambda^{\prime} \equiv_{k} \lambda\right\}$ as the leftmost point of the connected component containing $\mathscr{T}_{\lambda}^{R}$ within $\mathscr{F}_{k}$. More generally, the equivalence relation $\equiv_{k}$ naturally extends as follows: for $x, y \in\left(R_{k^{3}}, R_{(k+1)^{3}}\right]$ we let $x \sim_{k} y$ if $x \in q_{\lambda}, y \in q_{\lambda^{\prime}}$ and $\lambda \equiv_{k} \lambda^{\prime}$. Defining the diameter of a potentially disconnected metric space as the supremum of the diameters of its connected components, we therefore have $\operatorname{diam}\left(\mathscr{F}_{k}\right)=$ $\sup \left\{d(x, y): x, y \in\left(R_{k^{3}}, R_{(k+1)^{3}}\right], x \equiv_{k} y\right\}$.
- The chain of beads to the origin. For any $\lambda \in \mathbb{R}$, we let $\mathscr{P}_{\lambda}$ denote the intrinsic metric space induced by $\mathscr{M}$ on $\left[0, L_{\lambda}\right)$. This metric is almost surely connected and has the structure of a "string of beads" that we now describe. For $a \in \mathbb{R}$, let $\Lambda_{a}^{L}:=\Lambda^{L} \cap(a, \infty)$. Almost surely for any $a \in \mathbb{R}, \Lambda_{a}^{L}$ only contains finitely many points in any compact interval of $(0,+\infty)$, so that we may enumerate its elements in increasing order as $\left(\lambda_{i}\right)_{i>1}$ (Lemma 3.3). The metric space $\mathscr{P}_{\lambda}$ is obtained by putting together the metric spaces $\mathscr{T}_{\lambda_{j}}^{L}, j \geq 1$, into a chain by connecting $\mathscr{T}_{\lambda_{i}}^{L}$ to a uniform random point in $\mathscr{T}_{\lambda_{i+1}}^{L}$ for each $i \geq 1$.

By giving an estimate of the extent of $H_{\lambda}$, Lemma 5.2 provides an effective way to control the locations of the "gluing points" which lies at the core of the proofs of the compactness and of the computation of the Hausdorff dimensions. The contribution of $\mathscr{P}_{\lambda}$ is easily treated separately, and the crucial steps consists in controlling the diameters of the $\mathscr{F}_{k}, k \geq 1$.

Proposition 5.3 (Diameter of annuli forests). There exists $k_{0} \in \mathbb{N}$ such that for all $k \geq k_{0}$ we have

$$
\mathbf{P}\left(\operatorname{diam}\left(\mathscr{F}_{k}\right)>k^{-3 / 2}\right) \leq 11 k^{-5 / 4}
$$

Proposition 5.4 (Diameter of the string of beads). Almost surely,

$$
\lim _{\lambda \rightarrow \infty} \operatorname{diam}\left(\mathscr{P}_{\lambda}\right)=0
$$

Taking Propositions 5.3 and 5.4 for granted for now, the proof of compactness is then straightforward.

Proposition 5.5 (Compactness of $\mathscr{M})$. The metric space $(\mathscr{M}, d)$ is almost surely compact.
Proof. By Proposition 5.3 and the Borel-Cantelli lemma, with probability one, there exists an almost surely finite random variable $K$ such that $\operatorname{diam}\left(\mathscr{F}_{k}\right) \leq k^{-3 / 2}$ for all $k \geq K$. In particular, for all $k \geq K$,

$$
\mathrm{d}_{\mathrm{H}}\left(\mathscr{M}_{k^{3}}, \mathscr{M}\right) \leq 2 k^{-1 / 2}+\operatorname{diam}\left(\mathscr{P}_{k^{3}}\right) .
$$

Fix any $\epsilon>0$. By Proposition 5.4, $\operatorname{diam}\left(\mathscr{P}_{k^{3}}\right)<\epsilon / 3$ for all $k$ large enough; it follows that there exists $k \geq K$ large enough such that $\mathrm{d}_{\mathrm{H}}\left(\mathscr{M}_{k^{3}}, \mathscr{M}\right)<\epsilon / 2$. Recall that, for any fixed $\lambda \in \mathbb{R}$, the restriction $\mathscr{M}_{\lambda}$ of $\mathscr{M}$ to $H_{\lambda}$ is almost surely compact by absolute continuity with the Brownian continuum random tree. So there exists a cover of $\mathscr{M}_{k^{3}}$ by finitely many balls of radius $\epsilon / 2$; increasing the radius of each ball to $\epsilon$ yields a finite cover of $\mathscr{M}$. We have thus proved that $\mathscr{M}$ is totally bounded. Since it is complete by definition, it is compact.

The remainder of the section is devoted to the proof of Propositions 5.3 and 5.4. We first prove Lemma 5.2 in Section 5.2. The forests $\mathscr{F}_{k}$ are made of the trees $\mathscr{T}_{\lambda}^{R}$, for $\lambda \in \Lambda_{k}$. For all $k \geq 1, \Lambda_{k}$ is infinite, which causes some difficulties. Still, we expect that, for large $k$, the components $\mathscr{T}_{\lambda}^{R}$ with $\lambda \in \Lambda_{k}$ should be rather small; Section 5.3 deals with the question of uniform bounds on distances in the $\mathscr{T}_{\lambda}^{R}$ in terms of the lengths $\left|q_{\lambda}\right|$. We then obtain in Section 5.4 the relevant statistics about the connected components $\mathscr{T}_{\lambda}^{R}$ for $\lambda \in \Lambda_{k}$ which includes information about the lengths $\left|q_{\lambda}\right|$ and their diameters. In Section 5.5 we put together all the pieces and prove Proposition 5.3 which essentially says that the diameter of $\mathscr{F}_{k}$ is comparable to the maximum diameter of the $\mathscr{T}_{\lambda}^{R}, \lambda \in \Lambda_{k}$. Finally, we prove Propostition 5.4 in Section 5.6.

### 5.2 The position of the component containing 1: Proof of Lemma 5.2

Recall that for a continuous process $\omega=\left(\omega_{t}\right)_{t \geq 0}$, we let $\underline{\omega}$ and $\bar{\omega}$ denote respectively the running infimum and supremum processes: $\underline{\omega}_{t}:=\inf \left\{\omega_{s}: 0 \leq s \leq t\right\}$ and $\bar{\omega}_{t}=\sup \left\{\omega_{t}: 0 \leq s \leq t\right\}$.

Recall that $\left(W_{t}\right)_{t \geq 0}$ denotes a standard Brownian motion. We will use repeatedly the following simple fact (see, e.g., [41] page 96, consequence of the fact that $\bar{W}_{t}$ has same law as $\left|W_{t}\right|$, for a fixed $t$ ): for all $x \geq 0$, we have

$$
\begin{equation*}
\mathbf{P}\left(\bar{W}_{t} \geq x\right)=\mathbf{P}\left(\underline{W}_{t} \leq-x\right) \leq e^{-x^{2} /(2 t)} \tag{17}
\end{equation*}
$$

Let $\lambda \geq 0$. Let us first focus on the upper bound. For any $t \in \mathbb{R}_{+}$, we have $R_{\lambda}>t$ if only if there is an excursion of $X^{\lambda}$ above its running minimum that straddles both 1 and $t$, that is if $1 \sim_{\lambda} t$. Thus

$$
\begin{align*}
\mathbf{P}\left(R_{\lambda}>2 \lambda+1\right) & =\mathbf{P}\left(\underline{X}_{1}^{\lambda}=\underline{X}_{2 \lambda+1}^{\lambda}\right) \\
& =\mathbf{P}\left(\underline{X}_{1}^{\lambda} \leq \underline{X}_{2 \lambda+1}^{\lambda}\right) \\
& \leq \inf _{x}\left\{\mathbf{P}\left(\underline{X}_{1}^{\lambda} \leq x\right)+\mathbf{P}\left(\underline{X}_{2 \lambda+1}^{\lambda}>x\right)\right\} \tag{18}
\end{align*}
$$

A quick inspection of the expected values leads to the choice $x=-\frac{\lambda}{2}$. On the one hand $\underline{X}_{1}^{\lambda} \geq-\frac{1}{2}+\underline{W}_{1}$ so that, by (17), we obtain

$$
\begin{equation*}
\mathbf{P}\left(\underline{X}_{1}^{\lambda} \leq-\frac{\lambda}{2}\right) \leq \mathbf{P}\left(-\frac{1}{2}+\underline{W}_{1} \leq-\frac{\lambda}{2}\right) \leq e^{-\lambda^{2} / 9} \tag{19}
\end{equation*}
$$

for all $\lambda$ large enough. On the other hand, $\underline{X}_{2 \lambda+1}^{\lambda} \leq X_{2 \lambda+1}^{\lambda}=-\lambda-\frac{1}{2}+W_{2 \lambda+1}$ which implies that

$$
\begin{equation*}
\mathbf{P}\left(\underline{X}_{2 \lambda+1}^{\lambda}>-\frac{\lambda}{2}\right) \leq \mathbf{P}\left(W_{2 \lambda+1}>\frac{\lambda}{2}\right) \leq e^{-\lambda / 20} \tag{20}
\end{equation*}
$$

for all $\lambda$ large enough. Putting together (18)-(20) completes the proof of the upper bound.
For the lower bound, observe that

$$
\begin{align*}
\mathbf{P}\left(R_{\lambda}<2 \lambda-1\right) & =\mathbf{P}\left(\underline{X}_{1}^{\lambda}>\underline{X}_{2 \lambda-1}^{\lambda}\right) \\
& \leq \inf _{x}\left\{\mathbf{P}\left(X_{1}^{\lambda}<x\right)+\mathbf{P}\left(\underline{X}_{1}^{\lambda}>\underline{X}_{2 \lambda-1}^{\lambda}, X_{1}^{\lambda} \geq x\right)\right\} . \tag{21}
\end{align*}
$$

Considering the fact that $X_{1}^{\lambda}=-\frac{1}{2}+\lambda+W_{1}$, we are lead to choosing $x=\frac{\lambda}{2}$. We have $\mathbf{P}\left(X_{1}^{\lambda}<\right.$ $\left.\frac{\lambda}{2}\right) \leq e^{-\lambda^{2} / 9}$ for all $\lambda$ large enough. To deal with the second part of the right-hand side of (21), we use Markov's property at time 1 and observe that for $s \geq 1, X_{s}^{\lambda}-X_{1}^{\lambda}$ is distributed like $X_{s-1}^{\lambda-1}$ :

$$
\begin{equation*}
\mathbf{P}\left(\underline{X}_{1}^{\lambda}>\underline{X}_{2 \lambda-1}^{\lambda} \left\lvert\, X_{1}^{\lambda} \geq \frac{\lambda}{2}\right.\right) \leq \mathbf{P}\left(\underline{X}_{2 \lambda-2}^{\lambda-1}<-\frac{\lambda}{2}\right) \tag{22}
\end{equation*}
$$

However, since $s \mapsto-\frac{s^{2}}{2}+(\lambda-1) s$ is non-negative on $[0,2(\lambda-1)]$, we have

$$
\underline{X}_{2 \lambda-2}^{\lambda-1}=\inf \left\{-\frac{s^{2}}{2}+(\lambda-1) s+W_{s}: s \leq 2 \lambda-2\right\} \geq \underline{W}_{2 \lambda-2}
$$

so that, by (17),

$$
\mathbf{P}\left(\underline{X}_{2 \lambda-2}^{\lambda-1}<-\frac{\lambda}{2}\right) \leq \mathbf{P}\left(\underline{W}_{2 \lambda-2}<-\frac{\lambda}{2}\right) \leq e^{-\lambda / 20}
$$

for all $\lambda$ large enough. Putting this together with (21) and (22) yields the lower bound on $R_{\lambda}$.
Finally, we deal with the lower bound on $L_{\lambda}$. Observe that $\mathbf{E}\left[X_{s}^{\lambda}\right]=-\frac{s^{2}}{2}+\lambda s \geq s \lambda / 2$ for all $s \in[0,1]$ provided that $\lambda$ is large enough. So writing $t=a / \lambda^{2}$, we have, since $\underline{X}_{t}^{\lambda} \leq 0$,

$$
\begin{aligned}
\mathbf{P}\left(L_{\lambda} \geq t\right)=\mathbf{P}\left(\underline{X}_{t}^{\lambda}>\underline{X}_{1}^{\lambda}\right) & \leq \mathbf{P}\left(\exists s \in[t, 1]: X_{s}^{\lambda} \leq 0\right) \\
& \leq \mathbf{P}\left(\exists s \in[t, 1]: W_{s} \leq-\lambda s / 2\right)
\end{aligned}
$$

Observe that $\{(s, y): s \in[t, 1], y \leq-\lambda s / 2\} \subseteq \bigcup_{i \geq 1}\{(s, y): s \leq(i+1) t, y \leq-\lambda i t / 2\}$. So writing $\tau(-x):=\inf \left\{s \geq 0: W_{s}<-x\right\}$, we have

$$
\begin{aligned}
\mathbf{P}\left(\exists s \in[t, 1]: W_{s} \leq-\lambda s / 2\right) & \leq \sum_{i \geq 1} \mathbf{P}(\tau(-\lambda i t / 2) \leq(i+1) t) \\
& \leq \sum_{i \geq 1} \mathbf{P}\left(\underline{W}_{(i+1) t} \leq-\lambda i \frac{t}{2}\right)
\end{aligned}
$$

which, using (17) is at most $e^{-a / 20}$ for all $a$ large enough. This completes the proof of Lemma 5.2.

### 5.3 Distances in small aggregated components

In this section, we are interested in the intrinsic metric space induced by $d$ on $q_{\lambda}$. Write $D_{\lambda}=\sup \{d(x, y)$ : $\left.x, y \in q_{\lambda}\right\}$ for the diameter of this metric space, and for $\zeta_{\lambda}$ a random variable with uniform distribution in $q_{\lambda}$, independent of everything else, let $Y_{\lambda}:=d\left(l_{\lambda}, \zeta_{\lambda}\right)$ where $l_{\lambda}=\inf q_{\lambda}$.

Recall that $X_{t}^{\lambda}=W_{t}-\frac{t^{2}}{2}+\lambda t$ and $B_{t}^{\lambda}=X_{t}^{\lambda}-\underline{X}_{t}^{\lambda}$ is the process reflected in the running infimum. We define $m_{\lambda}=\left|q_{\lambda}\right|$ and $\varepsilon_{\lambda}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$by

$$
\begin{equation*}
\varepsilon_{\lambda}(s):=B^{\lambda-h}\left(l_{\lambda}+s\right) \mathbf{1}_{0 \leq s \leq m_{\lambda}} \tag{23}
\end{equation*}
$$

The excursion $\varepsilon_{\lambda}$ has duration $m_{\lambda}$ and encodes the metric space $\mathscr{T}_{\lambda}^{R}$ or $\mathscr{T}_{\lambda}^{L}$ supported by $q_{\lambda}$. For any fixed $\lambda^{\prime} \in \mathbb{R}$, and $q$ an interval of $\mathbb{R}_{+} \backslash Z^{\lambda^{\prime}}$, conditionally on $|q|=\sigma$, the distribution of the excursion of $B^{\lambda^{\prime}}$ straddling $q$ is given by

$$
\begin{equation*}
\tilde{\mathbf{n}}_{\sigma}(A)=\frac{\int \mathbf{1}_{\omega \in A} \exp \left(\int_{0}^{\sigma} \omega(r) d r\right) \mathbf{n}_{\sigma}(d \omega)}{\int \exp \left(\int_{0}^{\sigma} \omega(r) d r\right) \mathbf{n}_{\sigma}(d \omega)} \tag{24}
\end{equation*}
$$

where $\mathbf{n}_{\sigma}$ is the law of a Brownian excursion of duration $\sigma>0$. Consider now, $\lambda \in \Lambda$, which is random. For any $\lambda^{\prime}<\lambda, l_{\lambda} \in Z^{\lambda^{\prime}}$; furthermore, as $\lambda^{\prime} \uparrow \lambda$, we have $\inf \left\{s>0: B^{\lambda^{\prime}}\left(l_{\lambda}+s\right)=0\right\} \uparrow m_{\lambda}$ and the excursion of $B^{\lambda^{\prime}}$ starting at $l_{\lambda}$ converges to $\varepsilon_{\lambda}$. It follows that, for a bounded continuous functional $\phi$,

$$
\begin{equation*}
\mathbf{E}\left[\phi\left(\varepsilon_{\lambda}\right) \mid m_{\lambda}=\sigma\right]=\int \phi(\omega) \tilde{\mathbf{n}}_{\sigma}(d \omega) \tag{25}
\end{equation*}
$$

We note further that, by the strong Markov property, the excursions $\varepsilon_{\lambda}, \lambda \in \Lambda$ are mutually independent conditionally on $m_{\lambda}, \lambda \in \Lambda$.

Proposition 5.6 (Distances in small components). For any $\epsilon>0$, there exist
i) a sub-Gaussian random variable $D^{\star}$ such that, if $m_{\lambda} \in(0, \epsilon]$ then $m_{\lambda}^{-1 / 2} D_{\lambda} \leq_{s t} D^{\star}$, and
ii) a random variable $Y^{\star}$ with $\mathbf{E}\left[1 / Y^{\star}\right]<\infty$ and such that if $m_{\lambda} \in(0, \epsilon]$ then $Y^{\star} \leq_{s t} m_{\lambda}^{-1 / 2} Y_{\lambda}$.

Proof. i) Let $(\omega, \mathbf{u}) \mapsto d_{\omega, \mathbf{u}}$ a deterministic measurable function which gives the metric of CMT $(\omega, \mathbf{u})$ for $\mathbf{n} \otimes d \mathbf{u}$-a.e. $(\omega, \mathbf{u})$, and let $\bar{d}_{\omega, \mathbf{u}}=\sup _{x, y} d_{\omega, \mathbf{u}}(x, y)$ be the corresponding diameter. From the law of $\varepsilon_{\lambda}$ in (24)-(25) and the Cauchy-Schwarz inequality, for any $r \in \mathbb{R}$,

$$
\begin{align*}
\mathbf{E}\left[e^{r m_{\lambda}^{-1 / 2} D_{\lambda}} \mid m_{\lambda}=\sigma\right] & =\int \exp \left(r \sigma^{-1 / 2} \bar{d}_{\omega, \mathbf{u}}\right) \tilde{\mathbf{n}}_{\sigma}(d \omega) d \mathbf{u} \\
& =\int \exp \left(r \sigma^{-1 / 2} \bar{d}_{\omega, \mathbf{u}}\right) \frac{\exp \left(\int_{0}^{\sigma} \omega(s) d s\right) \mathbf{n}_{\sigma}(d \omega)}{\int \exp \left(\int_{0}^{\sigma} \omega(s) d s\right) \mathbf{n}_{\sigma}(d \omega)} d \mathbf{u} \\
& \leq \frac{\sqrt{\int \exp \left(2 r \sigma^{-1 / 2} \bar{d}_{\omega, \mathbf{u}}\right) \mathbf{n}_{\sigma}(d \omega) d \mathbf{u}} \cdot \sqrt{\int \exp \left(2 \int_{0}^{\sigma} \omega(s) d s\right) \mathbf{n}_{\sigma}(d \omega)}}{\int \exp \left(\int_{0}^{\sigma} \omega(s) d s\right) \mathbf{n}_{\sigma}(d \omega)} . \tag{26}
\end{align*}
$$

In the first factor above, the metric space is encoded by a Brownian excursion, and is therefore exactly distributed like a Brownian continuum random tree of mass $\sigma$ (Theorem 1.3 with $s=0$ ). It follows by Brownian scaling that, under $\mathbf{n}_{\sigma} \otimes d \mathbf{u}, \sigma^{-1 / 2} \bar{d}_{\omega, \mathbf{u}}$ is dominated by $2\|e\|$, twice the supremum of a standard Brownian excursion, which is well-known to be sub-Gaussian (see, for instance, [31, 42]). On the other hand, observe that $\psi(z):=\int \exp \left(z \int_{0}^{1} \omega(s) d s\right) \mathbf{n}_{1}(d \omega)=\mathbf{E}\left[\exp \left(z \int_{0}^{1} e(s) d s\right)\right]$, the Laplace transform of Brownian excursion area [40], is continuous and positive on any interval $[0, \epsilon]$. It follows that there exist constants $A=A_{\epsilon}$ and $v>0$ such that, for any $\sigma \in[0, \epsilon]$,

$$
\begin{equation*}
\mathbf{E}\left[\exp \left(r m_{\lambda}^{-1 / 2} D_{\lambda}\right) \mid m_{\lambda}=\sigma\right] \leq e^{r^{2} /(2 v)} \cdot \sup _{\sigma \in[0, \epsilon]} \frac{\sqrt{\psi\left(2 \sigma^{3 / 2}\right)}}{\psi\left(\sigma^{3 / 2}\right)} \leq A e^{r^{2} /(2 v)} \tag{27}
\end{equation*}
$$

One then easily constructs (the law of a variable) $D^{\star}$ by inverse transform. For $\sigma>0$ let $F_{\sigma}(x):=$ $\mathbf{P}\left(D_{\lambda} \leq x \mid m_{\lambda}=\sigma\right)$, and $F_{\star}(x):=\inf \left\{F_{\sigma}(x): \sigma \leq \epsilon\right\}$. Then for $U$ a $[0,1]$-uniform random variable, $F_{\star}$ is the distribution function of a random variable $D^{\star}:=F_{\star}^{-1}(U)$ that dominates all the $m_{\lambda}^{-1 / 2} D_{\lambda} \mathbf{1}_{m_{\lambda} \leq \epsilon}$. The random variables $F_{\sigma}^{-1}(U)$ are uniformly sub-Gaussian by (27), and so is $D^{\star}$. This completes the proof of $i$ ).

The proof of $i i$ ) about the distance to a random point is similar: we only discuss the adaptation of the arguments in $i$ ) to bound $\mathbf{E}\left[m_{\lambda}^{1 / 2} / Y_{\lambda} \mid m_{\lambda}=\sigma\right]$. Instead of Cauchy-Schwarz, using Hölder's inequality (with exponents $3 / 2$ and 3 ) provides an upper bound similar to (26) where the main term involves the $d_{\omega, \mathbf{u}}(0, \xi)$ for $\xi$ independent and uniform in $[0, \sigma]$ under $\mathbf{n}(d \omega)$ : this is the distance between two random points in a unit mass Brownian CRT, which is a random variable $Y$ with density $x e^{-x^{2} / 2} d x$ on $\mathbb{R}_{+}$[11], so that $\mathbf{E}\left[Y^{-3 / 2}\right]<\infty$. The multiplicative error term is bounded just as above, and the random variable $Y^{\star}$ is constructed similarly, using the supremum of the distribution functions instead of the infimum. We omit the details.

### 5.4 Statistics of the aggregated components $\mathscr{T}_{\lambda}^{R}$

From the results of the previous section, especially the law of the $\varepsilon_{\lambda}$, it is crucial to understand the distribution of the $m_{\lambda}$. In the following we let $\mathscr{E}$ be the space of continuous excursions, that is, the functions $f \in \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}_{+}\right)$with $f(0)=0$ such that there exists $\sigma \in[0, \infty)$ such that $f(s)>0$ for $s \in(0, \sigma)$ and $f(s)=0$ for $s \geq \sigma$.

Fix any $\lambda \in \mathbb{R}$ and consider the excursions of $X^{\lambda}$ away from its running infimum $\underline{X}^{\lambda}$. For $y \in \mathbb{R}_{+}$, let $\tau_{y}^{\lambda}:=\inf \left\{s>0:-\underline{X}_{s}^{\lambda}>y\right\}$. Then, $\left\{\left(y, \tau_{y}^{\lambda}-\tau_{y-}^{\lambda}\right): \tau_{y}^{\lambda}>\tau_{y-}^{\lambda}\right\}$ is a Poisson point process on $\mathbb{R}_{+} \times \mathbb{R}_{+}$of intensity $d y \tilde{\varrho}_{\tau_{y-}}^{\lambda}$, where the inhomogeneous measure $\tilde{\varrho}_{x}^{\lambda}$ is defined by (see, e.g., [14], Section 5.2)

$$
\begin{equation*}
\tilde{\varrho}_{x}^{\lambda}(l, \infty):=\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \mathbf{P}\left(\inf \left\{s>0: X_{x+s}^{\lambda} \leq 0\right\}>l \mid X_{x}^{\lambda}=\epsilon\right) \tag{28}
\end{equation*}
$$

Proposition 5.7. The process $\left\{\left(\lambda, \varepsilon_{\lambda}\right): R_{\lambda}>R_{\lambda-}\right\}$ is a Poisson point process on $\mathbb{R} \times \mathscr{E}$ of intensity $R_{\lambda-} d \lambda \tilde{\varrho}_{R_{\lambda}-}^{\lambda}(d \sigma) \tilde{\mathbf{n}}_{\sigma}(d \omega)$.
Proof. The distribution of the excursions $\varepsilon_{\lambda}$ conditionally on their duration is known from the previous section, and we only need to deal with the sizes of the jumps of $\left(R_{\lambda}\right)_{\lambda \in \mathbb{R}}$. These are formed by agglomeration of some of the excursion lengths of $B^{\lambda}$, for $\lambda \in \mathbb{R}$, which are described by the excursion length measure in (28): As $\lambda$ increases, the excursions of $B^{\lambda}$ away from 0 merge together until they eventually join the connected component containing 1.

We proceed geometrically using the process $X^{0}$ only. The excursions $\varepsilon_{\lambda}$ are simply read from $X^{0}$ : for any $\lambda$ such that $R_{\lambda}>R_{\lambda-}, \varepsilon_{\lambda}$ is obtained as

$$
\varepsilon_{\lambda}(s)=\left(X^{0}\left(R_{\lambda-}+s\right)-X^{0}\left(R_{\lambda-}\right)+s \lambda\right) \mathbf{1}_{R_{\lambda-}+s \leq R_{\lambda}} \quad \text { for } s \geq 0
$$

Here, notice that $\varepsilon_{\lambda}$ is indeed obtained from the agglomeration of countably many excursions of $X^{\lambda-h}-$ $\underline{X}^{\lambda-h}$, which might be described using the process involving straight lines with slopes $\lambda-h$ (at time $\lambda$, the excursions of interest are those of $X^{0}$ above the process $s \mapsto \underline{X}_{s}^{\lambda}-\lambda s$ ). Now, knowing the intensity of jumps of $\tau^{\lambda}$ for each $\lambda \in \mathbb{R}$, it is routine to deduce the intensity of excursions of jumps of $\left(R_{\lambda}\right)_{\lambda \in \mathbb{R}}$ : at time $\lambda$, we always have an excursion, the increase in local time is $d \lambda R_{\lambda-}$, and this gives rise to excursions whose durations are governed by $\tilde{\rho}_{R_{\lambda}-}^{\lambda}$.

For each $k \geq 1$ we say $\lambda \in \Lambda_{k}$ is of level $i \geq 0$ and write $\lambda \in \Lambda_{k, i}$ if its duration satisfies $m_{\lambda} \in\left[k^{-6-i}, k^{-5-i}\right.$ ). We define the $M_{k, i}$ total duration (mass) of excursions of level at least $i$

$$
M_{k, i}=\sum_{j \geq i} \sum_{\lambda \in \Lambda_{k, j}} m_{\lambda}
$$

Lemma 5.8 (Statistics for fragments $\mathscr{T}_{\lambda}^{R}, \lambda \in \Lambda^{R}$ ). For any $k \geq 1$ and $i \geq 0$, there exists an event $B_{k, i}$ of probability at most $8 \min \left\{k^{-1-i / 4}, k^{-5 / 4}\right\}$ such that outside of $B_{k, i}$ we have
i) the longest excursion: $\sup \left\{m_{\lambda}: \lambda \in \Lambda_{k}\right\} \leq k^{-5}$
ii) total duration of excursions of level at least $i$ : $M_{k, i} \leq \min \left\{k^{7 / 2-i / 4}, 7 k^{2}\right\}$,
iii) number of excursions of level $i$ : $\# \Lambda_{k, i} \leq 7 k^{8+i}$,
iv) maximum diameter of an excursion of level $i$ : $D_{k, i}=\sup \left\{D_{\lambda}: \lambda \in \Lambda_{k, i}\right\} \leq k^{-2-i / 4}$.

In particular, $\bigcup_{i \geq 0} B_{k, i}$ occurs with probability at most $10 k^{-5 / 4}$.
The proof of Lemma 5.8 is based on upper bounds on the durations $\left|q_{\lambda}\right|, \lambda \in \Lambda_{k}$. The relevant calculations are simplified if we upper bound the Brownian with parabolic drift by a Brownian with a suitable linear drift. This is why the following is especially useful. In the following, we let $\varrho^{\mu}$ be the excursion length measure for Brownian motion with linear drift $\mu, W^{\mu}:=s \mapsto W_{s}+\mu s$. We are mostly interested in what happens at large positions, for which the drift is negative: we note that, for $\mu \geq 0$,

$$
\varrho^{-\mu}(x, \infty)=\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \mathbf{P}\left(\inf \left\{s>0: W_{s}^{-\mu} \leq 0\right\}>x \mid W_{0}^{-\mu}=\epsilon\right)=\int_{x}^{\infty} \frac{e^{-\mu^{2} r / 2}}{\sqrt{2 \pi r^{3}}} d r
$$

The following proof relies this and the fact that $X_{s}^{-\mu} \leq W_{s}^{-\mu}$ for all $s \geq 0$ in the natural coupling.
Proof of Lemma 5.8. Let $B_{k}$ be the event that $R_{k^{3}}>2 k^{3}-1$ or $R_{(k+1)^{3}}<2(k+1)^{3}+1$. Then, by Lemma 5.2, $\mathbf{P}\left(B_{k}\right) \leq \exp \left(-c k^{3}\right)$ for some constant $c>0$. Now, on the one hand, the quantity of local time $L T_{k}$ corresponding to $\Lambda_{k}$ is

$$
L T_{k}:=\int_{k^{3}}^{(k+1)^{3}} R_{\lambda-} d \lambda=\int_{k^{3}}^{(k+1)^{3}} R_{\lambda} d \lambda \leq R_{(k+1)^{3}}\left[(k+1)^{3}-k^{3}\right]
$$

so that $L T_{k} \leq 7 k^{5}$ for all $k$ large enough on the complement event $B_{k}^{c}$. On the other hand, $\sup \{\lambda-$ $\left.\inf q_{\lambda}: \lambda \in \Lambda_{k}\right\} \leq(k+1)^{3}-R_{k^{3}} \leq-k^{3} / 2$ for large $k$ on $B_{k}^{c}$.

By Proposition 5.7, it follows that, on the event $B_{k}^{c}$, for every $x>0, \#\left\{\lambda \in \Lambda_{k}: m_{\lambda}>x\right\}$ is stochastically dominated by a Poisson random variable with parameter $\Delta_{k} \varrho^{-\mu_{k}}(x, \infty)$ with $\Delta_{k}=7 k^{5}$ and $\mu_{k}=k^{3} / 2$. The properties $i$ ) to $i v$ ) in the statement then follow easily.
i) Longest excursion. We have

$$
\mathbf{E}\left[\sum_{\lambda \in \Lambda_{k}} \mathbf{1}_{m_{\lambda}>k^{-5}} \mathbf{1}_{B_{k}^{c}}\right] \leq 7 k^{5} \varrho^{-\mu_{k}}\left(k^{-5}, \infty\right)=7 k^{5} \int_{k^{-5}}^{\infty} \frac{e^{-k^{6} t / 8}}{\sqrt{2 \pi t^{3}}} d t \leq e^{-c k}
$$

for some constant $c$ and all $k$ large enough. Markov's inequality then implies the claim.
ii) Total length of excursions of level $i$. We proceed similarly for the upper bound on $M_{k, i}$. We have

$$
\mathbf{E}\left[\sum_{\lambda \in \Lambda_{k}} m_{\lambda} \mathbf{1}_{m_{\lambda} \leq k^{-5-i}} \mathbf{1}_{B_{k}^{c}}\right] \leq 7 k^{5} \int_{0}^{k^{-5-i}} x \varrho^{-\mu_{k}}(d x) \leq 7 k^{5} \int_{0}^{k^{-5-i}} \frac{x e^{-k^{6} x / 8}}{\sqrt{2 \pi x^{3}}} d x \leq 7 k^{5 / 2-i / 2}
$$

Moreover, we also always have the bound $\sum_{\lambda \in \Lambda_{k}} m_{\lambda} \leq R_{(k+1)^{3}}-R_{k^{3}}$ which is at most $7 k^{2}$ on $B_{k}^{c}$. Markov's inequality then yields

$$
\mathbf{P}\left(M_{k, i} \geq k^{7 / 2-i / 4}, B_{k}^{c}\right) \leq \min \left\{7 k^{-1-i / 4}, 7 k^{-3 / 2+i / 4}\right\}
$$

iii) Cardinality of $\Lambda_{k, i}$. This is a deterministic bound on $B_{k}^{c}$ : we have $\# \Lambda_{k, i} \leq 7 k^{2} \cdot k^{6+i}=7 k^{8+i}$.
iv) Maximum diameter in level i. By Proposition 5.6, when the event of $i$ ) occurs, $D_{k, i}$ is stochastically dominated by

$$
k^{-5 / 2-i / 2} \cdot \max \left\{D_{j}^{\star}: 1 \leq j \leq \# \Lambda_{k, i}\right\}
$$

where $D_{j}^{\star}$ are iid copies of the random variable $D^{\star}$ that is sub-Gaussian (choose $\epsilon=1$ ). Using the bound for $\# \Lambda_{k, i}$ in iii) above, it follows easily that

$$
\begin{aligned}
\mathbf{P}\left(D_{k, i} \geq k^{-2-i / 4}, B_{k}^{c}\right) & \leq 7 k^{8+i} \cdot \mathbf{P}\left(D^{\star} \geq k^{1 / 2+i / 4}\right) \\
& \leq 7 k^{8+i} \cdot \exp \left(-\frac{k^{1+i / 2}}{2 v}\right)
\end{aligned}
$$

for some constant $v>0$.
Finally, writing $B_{k, i}$ for the event that either $B_{k}$ or any of the bad events in $\left.i\right)-i v$ ) occur, we have $\mathbf{P}\left(B_{k, i}\right) \leq 8 \min \left\{7 k^{-1-i / 4}, k^{-5 / 4}\right\}$ for large $k$ (this is essentially limited by the event in $\left.i i\right)$ ). The union bound yields the last claim.

### 5.5 The accumulation of length in an annulus: Proof of Proposition 5.3

Each component $\mathscr{F}_{\lambda}$ gets connected to some point to its left (in $\mathbb{R}_{+}$), which falls within some $\mathscr{F}_{\lambda^{\prime}}$, for some $\lambda^{\prime}<\lambda$, and so on. The proof of Proposition 5.3 consists in bounding the accumulation of these lengths before a connection to $\mathscr{M}_{k^{3}}$ eventually occurs. We are only interested here in the points of $(1, \infty)$.

Recalling the notation $\mathcal{j}(\cdot)$ from Remark 3.11, by construction, for each $\lambda \in \Lambda^{R}$, the point $l_{\lambda}=\inf q_{\lambda}$ is identified with $\boldsymbol{j}\left(l_{\lambda}\right)$ in the metric space $(\mathscr{M}, d)$. Furthermore, $\boldsymbol{j}\left(l_{\lambda}\right)$ is uniform in $H_{\lambda-}$. For any $x \in q_{\lambda}$, with $\lambda \in \Lambda^{R}$, the segment between $x$ and 1 must contain the points $\boldsymbol{j}\left(l_{\lambda}\right)$ that we may see as a projection of $q_{\lambda}$ on $H_{\lambda-}$. With this in mind, we let $p(x)=\boldsymbol{j}\left(l_{\lambda}\right)$ if $x \in q_{\lambda}, \lambda \in \Lambda^{R}$. Then, for any point $x>1$, we consider the sequence of successive projections defined by $p^{0}(x)=x$, and provided that $p^{n}(x)>1$, $p^{n+1}(x)=p\left(p^{n}(x)\right)$, until we eventually find a point in $[0,1]$.

Fix now some natural number $k \geq 1$ and let $A_{k}:=\left(R_{k^{3}}, R_{(k+1)^{3}}\right]$ denote the set of points of the annulus of fragments $\mathscr{F}_{\lambda}$, for $\lambda \in \Lambda_{k}$. For each $\lambda \in \Lambda_{k}$, and $n \geq 0$, let $\lambda_{n}$ be such that $p^{n}\left(l_{\lambda}\right) \in q_{\lambda_{n}}$. Recall that $D_{\lambda}=\sup \left\{d(x, y): x, y \in q_{\lambda}\right\}$. Clearly, the distance from any point $x \in A_{k}$ to $\mathscr{M}_{k^{3}}$ is at most

$$
\sup _{\lambda \in \Lambda_{k}} \sup _{x \in q_{\lambda}} d\left(x, \mathscr{M}_{k^{3}}\right) \leq \sup _{\lambda \in \Lambda_{k}} \sum_{1 \leq n \leq N_{\lambda}} D_{\lambda_{n}},
$$

where $N_{\lambda}=\inf \left\{n \geq 1: p^{n}\left(l_{\lambda}\right)<R_{k^{3}}\right\}$. However, since $\Lambda_{k}$ is infinite, we shall refine the analysis and rely on the decomposition into different levels introduced in the previous section.

Recall that we say that $q_{\lambda}$ is an interval of level $i$, and write $\lambda \in \Lambda_{k, i}$ if $m_{\lambda} \in\left[k^{-6-i}, k^{-5-i}\right)$; let $A_{k, i}=\bigcup_{\lambda \in \Lambda_{k, i}} q_{\lambda}$ be the subset of $A_{k}$ consisting of the intervals of level $i$. For $i \geq 0$, and $\lambda \in \Lambda_{k, i}$, let $N_{i}(\lambda):=\inf \left\{n \geq 1: p^{n}\left(l_{\lambda}\right) \notin A_{k, i}\right\}$ be the number of hops until hitting an interval of level lower than $i$, or exiting $A_{k}$ altogether from the left. We then have

$$
\begin{align*}
\sup _{\lambda \in \Lambda_{k}} \sum_{1 \leq n \leq N_{\lambda}} D_{\lambda_{n}} & \leq \sum_{i \geq 0} \sup _{\lambda \in \Lambda_{k, i}} \sum_{1 \leq n \leq N_{i}(\lambda)} D_{\lambda_{n}} \\
& \leq \sum_{i \geq 0} \sup _{\lambda \in \Lambda_{k, i}} N_{i}(\lambda) \cdot \sup _{j \geq i} \sup _{\lambda \in \Lambda_{k, j}} D_{\lambda} \\
& \leq \sum_{i \geq 0} \sup _{\lambda \in \Lambda_{k, i}} N_{i}(\lambda) \cdot k^{-2-i / 4} \tag{29}
\end{align*}
$$

provided that the event $\bigcap_{i \geq 0} B_{k, i}^{c}$ from Lemma 5.4 occurs. So it remains only to upper bound $N_{k, i}=$ $\sup \left\{N_{i}(\lambda): \lambda \in \Lambda_{k, i}\right\}$. We do this using the properties of the sequence of the projections.

Lemma 5.9. For any $k \geq 1$ large enough, with probability at least $1-11 k^{-5 / 4}$, we have for every $i \geq 0$,

$$
N_{k, i}:=\sup _{\lambda \in \Lambda_{k, i}} N_{\lambda}<20
$$

Proof. Let $\mathcal{G}$ be the sigma-algebra generated by $\left(X_{s}\right)_{s \geq 0}$. Then $\left(q_{\lambda}\right), \lambda \in \Lambda^{R}$ is $\mathcal{G}$-measurable while, conditionally on $\mathcal{G}$, the random variables $\xi\left(l_{\lambda}\right)$ are independent and uniform in $H_{\lambda-}$. Let $B_{k}$ be the event that $R_{k^{3}}<2 k^{3}-1$ or $R_{(k+1)^{3}}>2(k+1)^{3}+1$. For any $\lambda \in \Lambda_{k},\left(1, R_{k^{3}}\right] \subseteq H_{\lambda-}$; therefore, on the event $B_{k}^{c}$ for any Borel set $A, \mathbf{P}\left(\xi_{\lambda} \in A \mid B_{k}^{c}, \mathcal{G}\right) \leq \operatorname{Leb}(A) / k^{3}$. Furthermore, by Lemma 5.4, on $B_{k, i}^{c}$ we have $M_{k, i} \leq \max \left\{k^{7 / 2-i / 4}, 7 k^{2}\right\}$ and $\# \Lambda_{k, i} \leq 7 k^{8+i}$. It follows by the union bound, that for any natural number $m \geq 1$, we have

$$
\begin{aligned}
\mathbf{P}\left(N_{k, i} \geq m \mid B_{k, i}^{c}, B_{k}^{c}, \mathcal{G}\right) & \leq \# \Lambda_{k, i} \cdot \sup _{\lambda \in \Lambda_{k, i}} \mathbf{P}\left(N_{\lambda} \geq m \mid M_{k, i} \leq k^{7 / 2-i / 4}\right) \\
& \leq 7 k^{8+i} \cdot\left(k^{7 / 2-i / 4} / k^{3}\right)^{m} \\
& \leq 7 k^{8+i} \cdot k^{-m(i-2) / 4}
\end{aligned}
$$

As a consequence, for $m=20$, we obtain

$$
\mathbf{P}\left(N_{k, i} \geq 20 \mid B_{k, i}^{c}, B_{k}^{c}, \mathcal{G}\right) \leq 7 k^{18-4 i}
$$

which will be good enough for $i \geq 5$. On the other hand, for $0 \leq i \leq 4$, the alternative bound $M_{k, i} \leq 7 k^{2}$ yields a bound of $7 k^{8+i-m} \leq 7 k^{-8}$ for $m=20$. Putting everything together, we have $N_{k, i} \geq 20$ for some $i \geq 0$ with probability at most $10 k^{-5 / 4}+28 k^{-8}+8 k^{-2} \leq 11 k^{-5 / 4}$ for all $k$ large enough.

Going back to (29), Lemma 5.9 implies that

$$
\sup _{\lambda \in \Lambda_{k}} \sum_{1 \leq n \leq N_{\lambda}} D_{\lambda_{n}} \leq 20 \sum_{i \geq 0} k^{-2-i / 4} \leq k^{-3 / 2}
$$

with probability at least $1-11 k^{-5 / 4}$ which completes the proof of Proposition 5.3.

### 5.6 The diameter of the string of beads: Proof of Proposition 5.4

By construction, for any $\lambda \in \mathbb{R}$, the diameter of $\mathscr{P}_{\lambda}$ is no greater than

$$
\begin{equation*}
\sum_{\lambda^{\prime}>\lambda} \operatorname{diam}\left(\mathscr{T}_{\lambda^{\prime}}^{-}\right) \mathbf{1}_{\lambda^{\prime} \in \Lambda^{L}} \leq \sum_{\lambda^{\prime}>\lambda} \sqrt{m_{\lambda^{\prime}}} \cdot D_{\lambda}^{\star} \mathbf{1}_{\lambda^{\prime} \in \Lambda^{L}} \tag{30}
\end{equation*}
$$

where $D_{\lambda}^{\star}, \lambda \in \Lambda^{L}$, are i.i.d. copies of the sub-Gaussian random variable whose existence is guaranteed by Proposition 5.6 with $\epsilon=1$. We have already bounded a similar sum in Section 3.7; in particular, the arguments there show that almost surely

$$
\begin{equation*}
\sum_{\lambda^{\prime} \in \Lambda^{L}} \sqrt{m_{\lambda^{\prime}}}<\infty \tag{31}
\end{equation*}
$$

Finally, consider the process $M_{\lambda}(s)$ defined for $s \geq 0$ by

$$
M_{\lambda}(s):=\sum_{\lambda<\lambda^{\prime} \leq \lambda+s} \sqrt{m_{\lambda^{\prime}}} \cdot\left(D_{\lambda^{\prime}}^{\star}-\mathbf{E}\left[D_{\lambda^{\prime}}^{\star}\right]\right)
$$

Conditionally on the $m_{\lambda}, \lambda \in \Lambda^{-},\left(M_{\lambda}(s)\right)_{s \geq 0}$ is a martingale. Since $D^{\star}$ is sub-Gaussian, $M_{\lambda}(s)$ is bounded in $L^{2}$ and thus converges almost surely to a finite limit as $s \rightarrow \infty$. Putting this together with (31) shows that the right-hand side of (30) and hence $\operatorname{diam}\left(\mathscr{P}_{\lambda}\right)$ tends to zero as $\lambda \rightarrow \infty$, which completes the proof of Proposition 5.4.

## 6 The mass measure and Hausdorff dimension of $\operatorname{CMT}(X, \mathbf{U})$

In this section we prove the lower bound on the Hausdorff dimension of $\mathscr{M}$. We use the mass distribution principle using the mass measure $\mu$ that is defined in Section 6.1. The asymptotics for the $\mu$-mass of small balls are provided in Section 6.2 and relies heavily on the growth process defined in Section 5.

### 6.1 The mass measure

We start with the construction of the mass measure $\mu$ on $\mathscr{M}$. The measures in this section will always be seen as Borel measures on $\mathscr{M}$, the completion of $\mathbb{R}_{+}$with respect to $d$. For $t \in \mathbb{R}_{+}$we let $\mu_{t}$ be the rescaled Lebesgue measure on $[0, t]: \mu_{t}(A)=t^{-1} \operatorname{Leb}(A \cap[0, t])$. For each $t$, $\mu_{t}$ is a probability measure on $\mathscr{M}$ which charges only a subtree containing the root 0 (it is easy to see that $[0, t]$ is connected). Let $\mathcal{L}$ be the set of leaves of $\mathscr{M}$, that is the set of points $x$ such that $\mathscr{M} \backslash\{x\}$ is connected. Our aim in this section is the following
Proposition 6.1. With probability one, as $t \rightarrow \infty, \mu_{t}$ converges weakly to a limit probability measure that we denote by $\mu$ and call the mass measure on $\mathscr{M}$. Furthermore $\mu\left(\mathbb{R}_{+}\right)=0$ so $\mu(\mathcal{L})=1$.

Recall the notation in Section 5.1. For a subset $S$ of the tree $\mathscr{M}$ and $x \in \mathbb{R}_{+}$, we define the projection of $x$ onto $S$ as the point of $S$ that is closest to $x$. Fix $\lambda_{0} \in \mathbb{R}$. We are interested in the projection onto the subset of $\mathscr{M}$ consisting of the points $\left[0, R_{\lambda_{0}}\right]$. For $x \in \mathscr{M}$, we let $[x]_{\lambda_{0}}$ denote the corresponding point. Observe that, with the notation of the previous section, a.s. $[x]_{\lambda_{0}}=\sup \left\{p^{n}(x) \cap\left[0, R_{\lambda_{0}}\right], n \geq 0\right\}$.

Even though $\left[0, R_{\lambda_{0}}\right]$ is not closed in $\mathscr{M}$, we will always have $[x]_{\lambda_{0}} \in\left[0, R_{\lambda_{0}}\right)$ for the points $x$ we consider. Rather than working with the measures $\mu_{t}, t \in \mathbb{R}_{+}$, it will be more convenient to work with $\bar{\mu}_{\lambda}:=\mu_{R_{\lambda}}$ for $\lambda \in \mathbb{R}$; Lemma 5.2 which says that $R_{\lambda} \rightarrow \infty$ guarantees that taking the limits as $t \rightarrow \infty$ or $\lambda \rightarrow \infty$ is equivalent.

We define the following process: for a Borel set $S \subseteq\left[0, R_{\lambda_{0}}\right]$ and $\lambda \geq \lambda_{0}$,

$$
\begin{equation*}
M_{\lambda}=M_{\lambda}(S):=\bar{\mu}_{\lambda}\left(\left\{x \leq R_{\lambda}:[x]_{\lambda_{0}} \in S\right\}\right) \tag{32}
\end{equation*}
$$

We will consider only the randomness coming from $\mathbf{U}$ and study $M_{\lambda}$ conditionally on $\sigma\left(R_{\lambda}: \lambda \geq \lambda_{0}\right)$. We let $\mathbf{P}^{\downarrow}$ and $\mathbf{E}^{\downarrow}$ be the corresponding probability and expectation.

Lemma 6.2. The process $\left(M_{\lambda}, \lambda \geq \lambda_{0}\right)$ is almost surely a supermartingale under $\mathbf{P}^{\downarrow}$.
Proof. For each $\lambda \in \Lambda^{R}, \lambda>\lambda_{0}$, all the points $x \in q_{\lambda}$ have the same projection on $\left[0, R_{\lambda_{0}}\right]$ since $p(x)=\xi\left(l_{\lambda}\right)$. Furthermore, in order to determine where an interval $q_{\lambda}$ projects onto $H_{\lambda_{0}}$ it suffices to follow the sequence of random projections/jumps $p^{n}(x), n \geq 1$. Almost surely, $\inf \left\{n \geq 0: p^{n}\left(l_{\lambda}\right) \in\right.$ $\left.H_{\lambda_{0}}\right\}<\infty$ and the point $\left[l_{\lambda}\right]_{\lambda_{0}}$ is uniformly random in $H_{\lambda_{0}}$. In the following, $\lambda_{0}$ being fixed, we use $\phi(\lambda)$ as a short-hand for $\left[l_{\lambda}\right]_{\lambda_{0}}$. The points $\phi(\lambda), \lambda>\lambda_{0}$, are of course not independent because of the coalescence of the trajectories. Then,

$$
\begin{equation*}
M_{\lambda}=\frac{1}{R_{\lambda}}\left[M_{\lambda_{0}} \cdot R_{\lambda_{0}}+\sum_{\lambda_{0}<\lambda^{\prime} \leq \lambda} m_{\lambda^{\prime}} \mathbf{1}_{\phi\left(\lambda^{\prime}\right) \in S}\right] \tag{33}
\end{equation*}
$$

It follows that, writing $\mathcal{F}_{\lambda}$ for the sigma-algebra generated by $\left(\boldsymbol{j}\left(l_{\lambda^{\prime}}\right): \lambda^{\prime} \leq \lambda\right)$, the random variable $M_{\lambda}$ is bounded and $\mathcal{F}_{\lambda}$-measurable. The expression in (33) is amenable to a simple evaluation of the conditional expectations: for $h \geq 0$,

$$
\begin{aligned}
\mathbf{E}^{\downarrow}\left[M_{\lambda+h} \mid \mathcal{F}_{\lambda}\right] & =\frac{1}{R_{\lambda+h}} \cdot \mathbf{E}^{\downarrow}\left[M_{\lambda_{0}} \cdot R_{\lambda_{0}}+\sum_{\lambda_{0}<\lambda^{\prime} \leq \lambda+h} m_{\lambda^{\prime}} \mathbf{1}_{\phi\left(\lambda^{\prime}\right) \in S} \mid \mathcal{F}_{\lambda}\right] \\
& =\frac{1}{R_{\lambda+h}}\left(R_{\lambda} \cdot M_{\lambda}+\sum_{\lambda<\lambda^{\prime} \leq \lambda+h} m_{\lambda^{\prime}} \mathbf{P}^{\downarrow}\left(\phi\left(\lambda^{\prime}\right) \in S \mid \mathcal{F}_{\lambda}\right)\right)
\end{aligned}
$$

However, almost surely conditionaly on $\mathcal{F}_{\lambda}, \phi\left(\lambda^{\prime}\right) \in S$ if and only if the first point of the sequence $\left(p^{i}\left(l_{\lambda^{\prime}}\right)\right)_{i \geq 1}$ that falls in $H_{\lambda}$ lies in some interval $q_{\lambda^{\prime \prime}}$ itself such that $\phi\left(\lambda^{\prime \prime}\right) \in S$. By definition, such a point is the projection of $l_{\lambda^{\prime}}$ on $H_{\lambda}$, and is uniform in $H_{\lambda} \subset\left[0, R_{\lambda}\right]$ and therefore $\mathbf{P}^{\downarrow}\left(\phi\left(\lambda^{\prime}\right) \in S \mid \mathcal{F}_{\lambda}\right) \leq$ $M_{\lambda}$. It follows that

$$
\mathbf{E}^{\downarrow}\left[M_{\lambda+h} \mid \mathcal{F}_{\lambda}\right] \leq \frac{M_{\lambda}}{R_{\lambda+h}} \cdot\left(R_{\lambda}+\sum_{\lambda<\lambda^{\prime} \leq \lambda+h} m_{\lambda^{\prime}}\right)=M_{\lambda}
$$

which completes the proof.
Proof of Proposition 6.1. Since $\mathscr{M}$ is compact by Proposition 5.5, the collection of measures $\left(\mu_{t}\right)_{t>0}$ is tight. We prove that it is Cauchy for the Prohorov metric using the super-martingales $M_{\lambda}$ we have just introduced. Recall that, for two Borel measures $\nu$ and $\nu^{\prime}$ on $(\mathscr{M}, d)$, the Prohorov distance is given by

$$
\mathrm{d}_{\mathrm{P}}\left(\nu, \nu^{\prime}\right)=\inf \left\{\epsilon>0: \nu(A) \leq \nu^{\prime}\left(A^{\epsilon}\right)+\epsilon, \nu^{\prime}(A) \leq \nu\left(A^{\epsilon}\right)+\epsilon \text { for all Borel sets } A\right\}
$$

where $A^{\epsilon}=\{x: d(x, A)<\epsilon\}$.
The arguments for compactness in Section 5 show that for any $\epsilon>0$, there exists a $\lambda_{0} \in \mathbb{R}_{+}$such that $\sup _{x} d\left(x,\left[0, R_{\lambda}\right]\right)<\epsilon$ for all $\lambda \geq \lambda_{0}$. With this choice for $\lambda_{0}$, it follows that, for any $\lambda>\lambda_{0}$,

$$
\mathrm{d}_{\mathrm{P}}\left(\mu_{\lambda},\left[\mu_{\lambda}\right]_{\lambda_{0}}\right)<\epsilon
$$

where $\left[\mu_{\lambda}\right]_{\lambda_{0}}$ denotes the image of $\mu_{\lambda}$ by the projection onto $\left[0, R_{\lambda_{0}}\right]$. Therefore, for any $\lambda, \lambda^{\prime} \geq \lambda_{0}$,

$$
\mathrm{d}_{\mathrm{P}}\left(\mu_{\lambda}, \mu_{\lambda^{\prime}}\right) \leq \mathrm{d}_{\mathrm{P}}\left(\left[\mu_{\lambda}\right]_{\lambda_{0}},\left[\mu_{\lambda^{\prime}}\right]_{\lambda_{0}}\right)+2 \epsilon
$$

To complete the proof, cover $\left[0, R_{\lambda_{0}}\right]$ with finitely many balls of diameter $\epsilon$, say $B_{1}, B_{2}, \ldots, B_{k}$. Then, by definition of $M_{\lambda}(S)$, we can construct a coupling $(X, Y)$ with $X \sim\left[\mu_{\lambda}\right]_{\lambda_{0}}$ and $Y \sim\left[\mu_{\lambda^{\prime}}\right]_{\lambda_{0}}$ such that $(X, Y) \notin \cup_{i} B_{i} \times B_{i}$ with probability at most $\sum_{i}\left|M_{\lambda}\left(B_{i}\right)-M_{\lambda^{\prime}}\left(B_{i}\right)\right|$. Since the diameter of $B_{i}$ is at most $\epsilon$, the cost of the coupling on $B_{i} \times B_{i}$ is at most $\epsilon$. It follows that

$$
\mathrm{d}_{\mathrm{P}}\left(\left[\mu_{\lambda}\right]_{\lambda_{0}},\left[\mu_{\lambda^{\prime}}\right]_{\lambda_{0}}\right) \leq \sum_{i=1}^{k}\left|M_{\lambda}\left(B_{i}\right)-M_{\lambda^{\prime}}\left(B_{i}\right)\right|+\epsilon
$$

which is at most $2 \epsilon$ for all $\lambda, \lambda^{\prime}$ large enough because of the convergence of the mass super-martingales of Lemma 6.2. This completes the proof of convergence.

The two additional properties are straightforward from the definition. First, for any interval $[i, i+1)$, $\mu([i, i+1))=\lim _{\lambda} \mu_{\lambda}([i, i+1])=0$ since $R_{\lambda} \rightarrow \infty$, and thus $\mu\left(\mathbb{R}_{+}\right)=0$. The completion of $\mathbb{R}_{+}$with respect to $d$ only adds leaves, so $\mathscr{M} \backslash \mathbb{R}_{+} \subseteq \mathcal{L}$, and therefore $\mu(\mathcal{L})=1$.

### 6.2 The mass of balls around zero

It is proved in [4] that the Minkowski dimension of $\mathscr{M}$ is almost surely equal to 3 , and we thus only need to find a lower bound. For this, we aim at using the mass distribution principle with the mass measure. In this direction, one needs to upper bound the $\mu$-mass of balls centered at points with distribution $\mu$. In general, this might be delicate since we need to identify the balls around these points, and they are almost surely not in $\mathbb{R}_{+}$(Proposition 6.1). This is why the following result is crucial; the intuition should be intuitively clear from the discrete setting, where the point 1 can be replaced in Prim's algorithm by a uniformly random point in $[n]$ without altering the distributions. For a point $x \in \mathscr{M}$ and $r>0$ we let $B_{x}(r)$ denote the open ball of radius $r$ centered at $x$ (for the metric $d$ ).

Lemma 6.3. Let $\zeta$ be a point of $\mathscr{M}$ with distribution $\mu$. Then, the processes $\left(\mu\left(B_{0}(r)\right)\right)_{r \geq 0}$ has the same distribution as $\left(\mu\left(B_{\zeta}(r)\right)\right)_{r \geq 0}$.

Proof. For $n \geq 1$, recall from Section 1.2 that $v_{1}, v_{2}, \ldots, v_{n}$ denote the Prim order on $[n]$ on the complete graph with edge weights $\left(w_{e}\right), e \in E^{n}$; in what follows, we will occasionally write $v(i)$ instead of $v_{i}$. For $n \geq 1$, let $V_{\lambda}^{n}$ be the collection of vertices connected to $v\left(\left\lfloor n^{2 / 3}\right\rfloor\right)$ in the random graph with edge weights at most $p_{n}(\lambda)$, and let $H_{\lambda}^{n}$ denote the collection of their Prim ranks, and let $L_{\lambda}^{n}=\min H_{\lambda}^{n}$. Let $\hat{\mu}_{\lambda}^{n}$ denote the uniform probability distribution on $H_{\lambda}^{n}$. By Lemma 7.4, conditionally on $V_{\lambda}^{n}$, the vertex $v\left(L_{\lambda}^{n}\right)$ is uniformly random in $V_{\lambda}^{n}$, and independent of the random variables $w_{e}$ associated to the edges with end points in $V_{\lambda}^{n}$. It follows in particular that, for any $r \geq 0$,

$$
\begin{equation*}
\mu_{\lambda}^{n}\left(\left\{u \in H_{\lambda}^{n}: d_{\lambda}^{n}\left(L_{\lambda}^{n}, u\right) \leq r n^{1 / 3}\right\}\right) \stackrel{d}{=} \mu_{\lambda}^{n}\left(\left\{u \in H_{\lambda}^{n}: d_{\lambda}^{n}\left(\zeta_{\lambda}^{n}, u\right) \leq r n^{1 / 3}\right\}\right) \tag{34}
\end{equation*}
$$

where $\zeta_{\lambda}^{n}$ denotes an independent point with distribution $\hat{\mu}_{\lambda}^{n}$ (uniform in $H_{\lambda}^{n}$ ). By Proposition 7.13, $\left(H_{\lambda}^{n}, d_{\lambda}^{n}, \mu_{\lambda}^{n}, L_{\lambda}^{n}, \zeta_{\lambda}^{n}\right)$ converges in distribution in the sense of Gromov-Prokhorov to ( $H_{\lambda}, d, \hat{\mu}_{\lambda}, L_{\lambda}, \zeta_{\lambda}$ ), where $\zeta_{\lambda}$ is an independent point with distribution $\mu_{\lambda}$. This implies the convergence of the random variables in (34) as $n \rightarrow \infty$ towards

$$
\hat{\mu}_{\lambda}\left(\left\{u \in H_{\lambda}: d\left(L_{\lambda}, u\right) \leq r\right\}\right) \stackrel{d}{=} \hat{\mu}_{\lambda}\left(\left\{u \in H_{\lambda}: d\left(\zeta_{\lambda}, u\right) \leq r\right\}\right)
$$

Now, $d\left(0, L_{\lambda}\right) \leq \operatorname{diam}\left(\mathscr{P}_{\lambda}\right) \rightarrow 0$ as $\lambda \rightarrow \infty$ by Proposition 5.4. Note also that a straightforward coupling yields $\mathrm{d}_{\mathrm{P}}\left(\hat{\mu}_{\lambda}, \mu_{\lambda}\right) \leq L_{\lambda} / R_{\lambda} \leq L_{\lambda}$ (independently of the metric since we can match the points exactly on a set of probability $1-L_{\lambda} / R_{\lambda}$ ). Taking the limit as $\lambda \rightarrow \infty$, Lemma 5.2 and Proposition 6.1 yield the claim for every fixed $r \geq 0$. This is easily extended to the joint convergence for finitely many values $r_{1}<r_{2}<\cdots<r_{k}$, which completes the proof.

In order to upper bound $\mu\left(B_{0}(r)\right)$ we will proceed in two steps: we will first upper bound $\bar{\mu}_{\lambda}\left(B_{0}(r)\right)$ showing that it is of the correct order of magnitude, that is roughly $r^{3}$ for some well-chosen $\lambda$ depending on $r$ ( $\lambda$ of order $1 / r$ ); we will then rely on the concentration for the mass supermartingales of the previous section, which controls the evolution of the mass as $\lambda$ increases, to show that $\mu\left(B_{0}(r)\right)=$ $\lim _{\lambda} \bar{\mu}_{\lambda}\left(B_{0}(r)\right)$ remains of order $r^{3}$. Once we have the relevant upper bound for a fixed $r$, the proof is easily completed using routine arguments (taking a suitable subsequence and the Borel-Cantelli lemma).

Proposition 6.4. There exists a constant $c>0$ such that, for any $\epsilon \in(0,1)$ and every $r>0$ small enough,

$$
\mathbf{P}\left(\bar{\mu}_{r^{\epsilon-1}}\left(B_{0}(r)\right)>r^{3-\epsilon}\right) \leq r^{c \epsilon}
$$

Proof. Observe that if $d\left(0, H_{\lambda}\right)>r$ then no point of $H_{\lambda}$ lies within $B_{0}(r)$, so that $\bar{\mu}_{\lambda}\left(B_{0}(r)\right)$ is at most $L_{\lambda} / R_{\lambda}$. Using this with $\lambda=r^{\epsilon-1}$, it follows that

$$
\begin{align*}
\mathbf{P}\left(\bar{\mu}_{r^{\epsilon-1}}\left(B_{0}(r)\right)>r^{3-6 \epsilon}\right) & \leq \mathbf{P}\left(\bar{\mu}_{r^{\epsilon-1}}\left(B_{0}(r)\right)>\frac{L_{r^{\epsilon-1}}}{R_{r^{\epsilon-1}}}\right)+\mathbf{P}\left(\frac{L_{r^{\epsilon-1}}}{R_{r^{\epsilon-1}}}>r^{3-6 \epsilon}\right) \\
& \leq \mathbf{P}\left(d\left(0, H_{r^{\epsilon-1}}\right) \leq r\right)+\mathbf{P}\left(L_{r^{\epsilon-1}}>r^{2-4 \epsilon}\right)+\mathbf{P}\left(R_{r^{\epsilon-1}} \leq r^{-1+2 \epsilon}\right) \\
& \leq \mathbf{P}\left(d\left(0, H_{r^{\epsilon-1}}\right) \leq r\right)+\exp \left(-r^{-\epsilon}\right) \tag{35}
\end{align*}
$$

where the last line follows, for all $r>0$ small enough, from the bounds in Lemma 5.2.
Most of the work now consists in bounding the first term in (35) above. Observe that the geodesic from $H_{r^{\epsilon-1}}$ to 0 must cross every single one of the metric spaces induced by $\mathscr{M}$ on the intervals $q_{\lambda} \subseteq$ $[0,1]$ with $\lambda>r^{\epsilon-1}$. Furthermore, with the notation of Section 5.3, $d\left(0, H_{r^{\epsilon-1}}\right)$ decomposes as follows: since here the portion of path in $q_{\lambda}$ is precisely between $\boldsymbol{j}\left(\sup q_{\lambda}\right) \in q_{\lambda}$ a.s. and $\inf q_{\lambda}$; we have

$$
d\left(0, H_{r^{\epsilon-1}}\right)=\sum_{\lambda \in \Lambda^{L}} Y_{\lambda} \mathbf{1}_{\lambda>r^{\epsilon-1}} \geq_{s t} \sum_{\lambda \in \Lambda^{L}} Y_{\lambda}^{\star} \cdot m_{\lambda}^{1 / 2} \cdot \mathbf{1}_{\lambda>r^{\epsilon-1}}
$$

where the last inequality is a stochastic minoration that relies on Proposition 5.6: the $m_{\lambda}, \lambda \in \Lambda^{L}$, are the sizes of the jumps of $L_{\lambda}$, and the $Y_{\lambda}^{\star}$ are conditionally independent from the entire collection $\left(m_{\lambda}: \lambda \in \Lambda^{L}\right)$. In order to lower bound $d\left(0, H_{r^{\epsilon-1}}\right)$ it suffices to focus on a single term of the sum in the right-hand side: if any of those terms is greater than $r$, then $d\left(0, H_{r^{\epsilon-1}}\right)>r$ as well, thus

$$
\begin{align*}
\mathbf{P}\left(d\left(0, H_{r^{\epsilon-1}}\right) \leq r\right) & \leq \mathbf{P}\left(\#\left\{\lambda>r^{1-\epsilon}: \lambda \in \Lambda^{L}, Y_{\lambda}^{\star} m_{\lambda}^{1 / 2}>r\right\}=0\right) \\
& \leq \mathbf{P}\left(\sup \left\{m_{\lambda}: \lambda \in \Lambda^{L}, \lambda>r^{1-\epsilon}\right\} \leq r^{2-\epsilon}\right)+\mathbf{P}\left(Y^{\star} \leq r^{\epsilon / 2}\right) \tag{36}
\end{align*}
$$

The second term is at most $r^{c \epsilon}$ by Proposition 5.6 ii$)$ and Markov's inequality. The $\left(m_{\lambda}\right)$ are also the lengths of the faces of the convex minorant of $X$ on the interval $[0,1]$ by Lemma 4.2, and to deal with the first term, we relate it to the convex minorant of a standard Brownian motion $W$.

Let $\left(Q_{t}\right)_{t \geq 0}$ be defined by

$$
Q_{t}=\exp \left(\int_{0}^{t} s d W_{s}-\frac{1}{2} \int_{0}^{t} s^{2} d s\right)
$$

Then by the Cameron-Martin-Girsanov formula (Theorem 38.5 of [61]), the laws of $X$ and $W$ are related by a change of measure whose density is given by the martingale $Q_{t}$. For a function $\omega \in \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}\right)$, we consider the convex minorant of $\omega$ on $[0,1]$ and we let $\chi_{r}(\omega)$ denote the indicator that the longest face with slope (strictly) smaller than $-r^{\epsilon-1}$ has length at most $r^{2-\epsilon / 2}$. Then, by Lemma 4.2 we have

$$
\begin{align*}
\mathbf{P}\left(\sup \left\{m_{\lambda}: \lambda \in \Lambda^{L}, \lambda>r^{1-\epsilon}\right\} \leq r^{2-\epsilon}\right) & =\mathbf{E}\left[\chi_{r}\left(X^{0}\right)\right] \\
& =\mathbf{E}\left[\chi_{r}(W) \cdot Q_{1}\right] \\
& \leq \mathbf{E}\left[\chi_{r}(W)^{2}\right]^{1 / 2} \cdot \mathbf{E}\left[Q_{1}^{2}\right]^{1 / 2} \tag{37}
\end{align*}
$$

by the Cauchy-Schwarz inequality. Observe that in the right-hand side above, $\mathbf{E}\left[Q_{1}^{2}\right] \leq \mathbf{E}\left[\exp \left(2 \bar{W}_{1}\right)\right]$ is finite and independent of $r$ thanks to the Gaussian tails of $\bar{W}_{1}$.

The first factor in (37) can be estimated using the results of Pitman and Ross [58, Theorem 1] and Brownian scaling. Let $\left(x_{i}, s_{i}\right)_{i}$ be the points of a Poisson point process with intensity $(2 \pi x)^{-1 / 2}$. $\exp \left(-\left(2+s^{2}\right) x / 2\right) d x d s$ on $\mathbb{R}_{+} \times \mathbb{R}$. Then $\left(x_{i}, s_{i}\right)$ are the lengths and slopes of the faces of the convex minorant of $W$ on the interval $[0, E]$ where $E$ is an independent exponential random variable with mean one, and here $E=\sum x_{j}$. Therefore, by Brownian scaling,

$$
\begin{aligned}
\mathbf{E}\left[\chi_{r}(W)\right] & =\mathbf{P}\left(\sup \left\{x_{i}: s_{i} \sqrt{E}<-r^{\epsilon-1}\right\} \leq E \cdot r^{2-\epsilon}\right) \\
& \leq \mathbf{P}\left(A^{c}\right)+\mathbf{P}\left(\sup \left\{x_{i}: s_{i} r^{1-5 \epsilon / 6}<-1\right\} \leq r^{2-4 \epsilon / 3}\right)
\end{aligned}
$$

where $A$ denotes the event that $E=\sum x_{j} \in\left[r^{\epsilon / 3}, r^{-\epsilon / 3}\right]$. Since $E$ is exponential with mean one, we have $\mathbf{P}\left(A^{c}\right) \leq 2 r^{\epsilon / 3}$ for all $r>0$ small enough. We claim that there exists a constant $c>0$ such that the second term above is no larger than $r^{c \epsilon}$, and in order the complete the proof, it suffices to justify that claim. We slightly change the scaling and write $\delta=r^{1-5 \epsilon / 6}$ and $\gamma=\epsilon / 3$ to lighten the notation. Then $r^{2-4 \epsilon / 3} \leq \delta^{2+\gamma}$, and we focus on

$$
\begin{equation*}
\mathbf{P}\left(\sup \left\{x_{i}: s_{i} \delta<-1\right\} \leq \delta^{2+\gamma}\right)=\exp \left(-\iint \frac{e^{-\left(2+s^{2}\right) x / 2}}{\sqrt{2 \pi x}} \mathbf{1}_{x \geq \delta^{2+\gamma}, s \delta<-1} d s d x\right) . \tag{38}
\end{equation*}
$$

We just need to lower bound the integral in the right-hand side: consider the subregion $\Sigma$ of $\left[\delta^{2+\gamma}, \infty\right) \times$ $(-\infty,-1 / \delta]$ where $u=x s^{2} \leq 1$, that is $\Sigma:=\left\{(x, s): \delta^{2+\gamma} \leq x \leq \delta^{2},-x^{-1 / 2} \leq s \leq-1 / \delta\right\}$ :

$$
\begin{aligned}
\iint \frac{e^{-\left(2+s^{2}\right) x / 2}}{\sqrt{2 \pi x}} \mathbf{1}_{x \geq \delta^{2+\gamma}, s \delta<-1} d s d x & \geq \iint_{\Sigma} \frac{e^{-\left(s^{2}+2\right) x / 2}}{\sqrt{2 \pi x}} d s d x \\
& \geq e^{-\delta^{2}} \iint_{\Sigma} \frac{e^{-s^{2} x / 2}}{\sqrt{2 \pi x}} d s d x \\
& \geq \frac{e^{-\delta^{2}-1 / 2}}{\sqrt{2 \pi}} \int_{\delta^{2+\gamma}}^{\delta^{2}}\left[\frac{1}{x}-\frac{1}{\delta \sqrt{x}}\right] d x \\
& \geq \frac{-\gamma \log \delta e^{-\delta^{2}-1 / 2}}{\sqrt{2 \pi}}
\end{aligned}
$$

for all $\delta>0$ small enough. It follows easily that, there exists a constant $c>0$ such that for all $\delta>0$ small enough the right-hand side of (38) is at most $\delta^{c \gamma}$, which translated into the original parameters yields a bound of $r^{c^{\prime} \epsilon}$ for the right-hand side of (37), and in turn for (36) and (35). This completes the proof.

Finally, using Lemma 6.3, the following proposition completes the proof of Theorem 1.2
Proposition 6.5. Let $\zeta$ be a point of $\mathscr{M}$ with distribution $\mu$. Then for every $\epsilon \in(0,1)$, almost surely, for all $r>0$ small enough we have

$$
\mu\left(B_{\zeta}(r)\right) \leq r^{3-\epsilon}
$$

As a consequence $\operatorname{dim}_{\mathrm{H}}(\mathscr{M}) \geq 3$.
Proof. By Lemma 6.3, it suffices to prove the bound for $\mu\left(B_{0}(r)\right)$. Fix $\lambda_{0}=1 / r$, set $S=B_{0}(r)$ and recall the process $M_{\lambda}=\bar{\mu}_{\lambda}\left(\left\{x \leq R_{\lambda}: d\left(0,[x]_{\lambda_{0}}\right) \leq r\right\}\right)$ of (32). Then, for any $\lambda \geq \lambda_{0}, \bar{\mu}_{\lambda}\left(B_{0}(r)\right)$ is no larger than the $\bar{\mu}_{\lambda}$-mass of the excursions which are grafted within distance $r$ or the origin: we have

$$
\bar{\mu}_{\lambda}\left(B_{0}(r)\right) \leq M_{\lambda} .
$$

Since $M_{\lambda}$ is bounded, Lemma 6.2 implies that $M_{\lambda}$ converges almost surely as $\lambda \rightarrow \infty$, but it also implies some concentration results since the increments of $M_{\lambda}$ are bounded by the $m_{\lambda}, \lambda \in \Lambda^{R}$. By the Azuma-Hoeffding inequality $[19,23,39]$, for any $x>0$, we have, conditionally on $\left(m_{\lambda}, \lambda \in \Lambda\right)$,

$$
\begin{equation*}
\mathbf{P}\left(M_{\lambda}-M_{\lambda_{0}}>x \mid m_{\lambda}, \lambda>\lambda_{0}\right) \leq \exp \left(-\frac{x^{2}}{2 \sum_{\lambda_{0}<\lambda^{\prime}} m_{\lambda^{\prime}}^{2}}\right) . \tag{39}
\end{equation*}
$$

Bounding the $\ell^{2}$-norm of $\left(m_{\lambda}\right)_{\lambda>\lambda_{0}}$ is routine using Lemma 5.8. Indeed, for any $k \geq 1$,

$$
\mathbf{E}\left[\sum_{\lambda} m_{\lambda}^{2} \cdot \mathbf{1}_{\lambda \in \Lambda_{k}}\right] \leq 8 k^{5} \int_{0}^{\infty} \frac{t^{2}}{\sqrt{2 \pi t^{3}}} e^{-k^{6} t / 8} d t=64 \cdot k^{-4}
$$

and Markov's inequality then yields, for some constant $K$,

$$
\begin{equation*}
\mathbf{P}\left(\sum_{\lambda: \lambda r>1} m_{\lambda}^{2} \geq r^{3-\epsilon}\right) \leq r^{\epsilon-3} \cdot \mathbf{E}\left[\sum_{\lambda} m_{\lambda}^{2} \cdot \mathbf{1}_{\lambda>1 / r}\right] \leq K r^{\epsilon} \tag{40}
\end{equation*}
$$

Since $M_{\lambda_{0}}=\bar{\mu}_{\lambda_{0}}\left(B_{0}(r)\right)$, it follows from Proposition 6.4 and (39)-(40) that

$$
\begin{aligned}
\mathbf{P}\left(\mu\left(B_{0}(r) \geq 2 r^{3-\epsilon}\right)\right) & \leq \mathbf{P}\left(\mu_{\lambda_{0}}\left(B_{0}(r)\right) \geq r^{3-\epsilon}\right)+\mathbf{P}\left(M_{\infty}-M_{\lambda_{0}} \geq r^{3-\epsilon}\right) \\
& \leq r^{c \epsilon}+\exp \left(-c r^{-\epsilon}\right)+K r^{\epsilon}
\end{aligned}
$$

From there, completing the proof is standard: take a subsequence $r_{i}=2^{-i}, i \geq 1$; the BorelCantelli implies that for all but finitely many values of $i \geq 1$, we have $\mu\left(B_{0}\left(r_{i}\right)\right) \leq 2 r_{i}^{3-\epsilon}$, and thus $\mu\left(B_{0}(r)\right) \leq 16 r^{3-\epsilon}$ for all $r>0$ small enough. As a consequence, the mass distribution principle (see, e.g., Proposition 4.9 of [34]) implies that $\operatorname{dim}_{\mathrm{H}}(\mathscr{M}) \geq 3-\epsilon$, which completes the proof since $\epsilon>0$ was arbitrary.

## 7 Distances in the Brownian parabolic tree

All the proofs of convergence will be based on couplings with discrete objects. It would be possible to identify the distribution of $\operatorname{CMT}(X, \mathbf{U})$ as that of the scaling limit of the minimum spanning tree constructed in [4] directly in the continuum using the dynamics as $\lambda$ evolves and the tools developed in [6]. However, since we need comparisons with discrete objects anyway for Theorems 1.3 and 1.4, we do not pursue this here. All the limit theorems essentially boil down to proving that, in a suitable coupling, and for every $\lambda \in \mathbb{R}$, the restriction of the metric space $\operatorname{CMT}(X, \mathbf{U})$ to any interval $(a, b)$ of $\mathbb{R}_{+} \backslash Z^{\lambda}$ is the limit (in probability) of the minimum spanning tree of a connected component induced by a vertex set whose node have Prim ranks in an interval $\left\{a_{n}, a_{n}+1, \ldots, b_{n}-1\right\}$ where $a_{n} \sim a n^{2 / 3}$ and $b_{n} \sim b n^{2 / 3}$. Our coupling will be "global" in the sense that it allows a transparent application to any collection of times $\lambda_{1}<\lambda_{2}<\cdots<\lambda_{k}$ and any finite collection of intervals at these times.

### 7.1 Discrete preliminaries

In this section, we provide the discrete representation that we will use to prove our limit theorems. They all heavily rely on the Prim order introduced in [24] and its properties. We will in particular give a representation of the minimum spanning tree $M_{n}$, and of the random graph $G(n, p)$ that we will see as the union of a portion of the minimum spanning tree, the Kruskal forest denoted by $K(n, p)$, together with additional cyclic edges.

Recall the Prim algorithm and the Prim order $v_{1}, v_{2}, \ldots, v_{n}$ discussed in Section 1.3. Recall also that $V_{k}=\left\{v_{1}, \ldots, v_{k}\right\}$. For $k \in[n]$, let $N_{k}^{n, p}$ be the number of nodes in $[n] \backslash V_{k}$ which have a neighbour in $V_{k}$ in the graph $G(n, p)$ whose edge set is $\left\{e: w_{e} \leq p\right\}$. For $\lambda \in \mathbb{R}$, set $p_{n}(\lambda)=1 / n+\lambda n^{-4 / 3}$. Then define, for $t \geq 0$,

$$
\begin{equation*}
X_{t}^{n, \lambda}:=n^{-1 / 3}\left(N_{\left\lfloor t n^{2 / 3}\right\rfloor}^{n, p_{n}(\lambda)}-\#\left\{i \leq t n^{2 / 3}: N_{i}^{n, p_{n}(\lambda)}=0\right\}\right) \tag{41}
\end{equation*}
$$

Let $Z^{n, \lambda}$ be $n^{2 / 3}$ times the collection of instants when $X^{n, \lambda}$ reaches a new minimum. Then, the points of $Z^{n, \lambda}$ are the Prim ranks of the first vertices of the connected components of $G\left(n, p_{n}(\lambda)\right)$. Furthermore, recalling the definitions in Section 1.3, the collection of the edges of the minimum spanning tree $M_{n}$ are precisely $\left\{e_{i}=\left(u_{i}, v_{i}\right): 2 \leq i \leq n\right\}$. The identities of the nodes can of course not be recovered from $\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}$, but one may use the Prim ranks to construct a graph on $[n]$ that is isomorphic to $M_{n}$ using $\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}$ only. However, the information about the location of the $u_{i}$ vanishes in the limit, and we shall construct a graph that has the correct distribution of the left-end points $u_{i}$, conditionally on $\left(Z^{n, \lambda}\right)_{\lambda \in \mathbb{R}}$.

We start with an encoding of the merges. Note that there are precisely $n-1$ jumps to the process $\left(Z^{n, \lambda}\right)_{\lambda \in \mathbb{R}}$, each one corresponding to the appearance of one of the edges $e_{i}=\left(u_{i}, v_{i}\right)$ for some $2 \leq$ $i \leq n$. Let $\boldsymbol{\ell}_{n}(i)$ and $\boldsymbol{\tau}_{n}(i)$ be respectively the Prim ranks of the left-most and right-most vertices of the connected component of $v_{i}$ at time $w_{e_{i}}$; let also $\boldsymbol{z}_{n}(i)=\left(1-n w_{e_{i}}\right) n^{1 / 3}$ be the discrete analog of the slope of a point $t \in \mathscr{L}$ in the continuous setting. Then, the set

$$
\begin{equation*}
\operatorname{Merge}_{n}\left(X^{n}\right):=\left\{\left(n^{-2 / 3} \boldsymbol{\ell}_{n}(i), n^{-2 / 3} i, n^{-2 / 3} \boldsymbol{\imath}_{n}(i),-\boldsymbol{\iota}_{n}(i)\right): 2 \leq i \leq n\right\} \tag{42}
\end{equation*}
$$

contains all the information about the merges of connected components. We can rephrase the fact that the extremities $u_{i}$ of the edges $e_{i}=\left(u_{i}, v_{i}\right)$ are uniform in the connected component containing $v_{i-1}$ as follows. Let $\left(U_{i}\right)_{i \geq 1}$ be i.i.d. uniform on $[0,1]$, also independent of $\operatorname{Merge}\left(X^{n}\right)$. For each $i$, let $\boldsymbol{j}_{n}(i)=\boldsymbol{\ell}_{n}(i)+\left\lfloor U_{i}\left(i-\boldsymbol{\ell}_{n}(i)\right)\right\rfloor$. Then, $\boldsymbol{j}_{n}(i)$ is uniform in $\left\{\boldsymbol{\ell}_{n}(i), \boldsymbol{\ell}_{n}(i)+1, \ldots, i-1\right\}$. The following lemma is a simple reformulation of Lemma 1.6.

Proposition 7.1 (A representation of the minimum spanning forest). Conditionally on $\operatorname{Merge}_{n}\left(X^{n}\right)$, the collection of Prim ranks of the nodes $\left(u_{i}: 2 \leq i \leq n\right)$ has the same distribution as $\left(\boldsymbol{j}_{n}(i): 2 \leq i \leq n\right)$. In particular, up to a relabelling of the nodes of $M_{n}$ using the Prim ranks:
i) the graph on $[n]$ with edges $\left\{\dot{\boldsymbol{j}}_{n}(i), i\right\}, 2 \leq i \leq n$, is distributed like $M_{n}$;
ii) the graph on $[n]$ with edges $\left\{\dot{z}_{n}(i), i\right\}, 2 \leq i \leq n$ with $-\mathbf{\Sigma}_{n}(i) \leq \lambda$ is distributed like the Kruskal forest $K\left(n, p_{n}(\lambda)\right)$.

We now move on the representation of the random graphs. We say that an edge is cyclic if it is the maximum weight edge of some cycle. For each $p \in[0,1]$, the graph $G(n, p)$ is formed of the portion of the minimum spanning tree consisting of the edges of weight at most $p$, together with the cyclic edges of weight at most $p$. Observe that while the edges of the minimum spanning tree are all a.s. a function of $\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}$, this is not the case for the cyclic edges (with positive probability some information is lost, even at the discrete level). Again, rather than collecting the information from the random graph, it is more instructive to construct this information with the correct distribution conditionally on $\left(Z^{n, \lambda}\right)_{\lambda \in \mathbb{R}}$.

Let $\left\{Y_{i j}, 1 \leq i<j \leq n\right\}$ be i.i.d. random variables uniform on $[0,1]$ and independent of everything else (namely $\operatorname{Merge}_{n}\left(X^{n}\right)$ and $\left.\left(U_{i}\right)_{2 \leq i \leq n}\right)$. For each $1 \leq i<j \leq n$, let $\lambda_{i j}^{n}=\left(n Y_{i j}-1\right) n^{1 / 3}$. We store the information concerning cyclic edges in a point process. Define

$$
\begin{equation*}
\Xi_{n}:=\left\{\left(i n^{-2 / 3}, j n^{-2 / 3}, \lambda_{i j}^{n}\right): 1 \leq i<j \leq n, Z^{n, \lambda_{i j}^{n}} \cap\{i+1, i+2, \ldots, j\}=\varnothing\right\} \tag{43}
\end{equation*}
$$

so that $\Xi_{n}$ is the collection of triples $\left(i / n^{2 / 3}, j / n^{2 / 3}, \lambda_{i j}^{n}\right)$ for which $v_{i}$ and $v_{j}$ are in the same connected component of $G\left(n, p_{n}\left(\lambda_{i j}^{n}\right)-\delta\right)$ for $\delta>0$ small enough. The total number of cyclic edges, sometimes called the surplus, of a connected component is also a quantity of interest, and can be expressed in terms of $\Xi_{n}$. Recall that $C_{i}^{n, \lambda}, i \geq 1$, denote the collection of vertex sets of the connected components of the random graph $G\left(n, p_{n}(\lambda)\right)$, sorted in decreasing order of their sizes. For a discrete connected component $C_{j}^{n, \lambda}$, the number of surplus edges in $G\left(n, p_{n}(\lambda)\right)$ is given by

$$
\begin{equation*}
\operatorname{surp}_{j}^{n, \lambda}=\#\left\{\left(x, y, \lambda^{\prime}\right) \in \Xi_{n}: x n^{2 / 3}, y n^{2 / 3} \in C_{j}^{n, \lambda}, \lambda^{\prime} \leq \lambda\right\} \tag{44}
\end{equation*}
$$

Proposition 7.2 (A representation of the random graph). Up to a relabelling of the nodes with the Prim ranks, the graph on $[n]$ with edge set consisting of the union of

- the edges $\left\{\dot{j}_{n}(i), i\right\}, 2 \leq i \leq n$ such that $\mathbf{1}_{n}(i) \geq-\lambda$, and
- the edges $\{i, j\}, 1 \leq i<j \leq n$ such that $\lambda_{i j}^{n} \leq \lambda$ and $Z^{n, \lambda_{i j}^{n}} \cap\{i+1, i+2, \ldots, j\}=\varnothing$
has the same distribution as $G\left(n, p_{n}(\lambda)\right)$.
Proof. Note first that we only care about the distribution of the edges of the second set that are not already in the first one. From Kruskal's algorithm, it is clear that, conditionally on the minimum spanning tree $M_{n}$, the weights of the edges in the complement are independent. Furthermore, for any fixed pair of
nodes $u, v \in[n]$ which are not adjacent in the minimum spanning tree, the weight of the edge between $u$ and $v$ is uniform, conditioned on being larger than the value $p_{n}(\lambda)$ at which $u$ and $v$ first become part of the same connected component. This is precisely what the second condition says when expressed in terms of the Prim ranks.

Recall that $E_{p}^{n}=\left\{e \in E^{n}: w_{e} \leq p\right\}$ denotes edge set of the random graph $G(n, p)$. Define similarly $F_{p}^{n} \subseteq E_{p}^{n}$ the edge set of the minimum spanning forest $K(n, p)$, that is the collection of edges of the minimum spanning tree which have weight at most $p$.

Lemma 7.3. Let $p \in[0,1]$.
i) Conditionally on $E_{p}^{n}$, $\left(w_{e}: e \in E_{p}^{n}\right)$ is a family of i.i.d. uniform random variables (r.v.) on $[0, p]$;
ii) Conditionally on $F_{p}^{n},\left(w_{e}: e \in F_{p}^{n}\right)$ is dominated by a family of i.i.d. uniform r.v. on $[0, p]$.

Proof. i) The first assertion is immediate since $\left\{w_{e}: e \in E_{p}^{n}\right\}$ is simply a collection of i.i.d. uniform r.v. on $[0,1]$ conditioned on being at most $p$. ii) The second claim is a consequence of Kruskal's algorithm: The set $F_{p}^{n} \subseteq E_{p}^{n}$ is obtained from $E_{p}^{n}$ by iteratively removing the edge with maximum weight that belongs to a cycle, until there are no more cycles. The remaining edge have thus been selected for not being the maximum edge of any cycle; by $i$ ) the initial weights in $E_{p}^{n}$ are i.i.d. uniform random variables on $[0, p]$, and the weights in $F_{p}^{n}$ are therefore dominated by a collection of i.i.d. uniform r.v. on $[0, p]$.

Lemma 7.4. Fix any $\lambda \in \mathbb{R}$. Conditionally on $a, b \in[n], a<b$, being two successive points of $Z^{n, \lambda}$,
i) the vertices whose Prim ranks are in $\{a, a+1, \ldots, b-1\}$ form a connected component of $G\left(n, p_{n}(\lambda)\right)$;
ii) conditionally on $S=\left\{v_{a}, \ldots, v_{b-1}\right\}$, the vertex $v_{a}$ with Prim rank $a$ is uniformly random in $S$, and independent of $G\left(n, p_{n}(\lambda)\right)$.

Proof. The first claim is immediate from the definition of $X^{n, \lambda}$; see Section 4.1 of [24]. The second point is a consequence of the definition of the Prim order. Consider the time in Prim's algorithm when we decide who gets to have rank $a$ : conditionally on the event in $i$ ), this depends on an edge with weight (strictly) larger than $p_{n}(\lambda)$; conditionally on having its extremity in the set of vertices with Prim ranks $a, a+a, \ldots, b-1$, the end point is uniformly random, and declared to have Prim rank $a$. This completes the proof.

### 7.2 Asymptotic properties of random graphs for $\lambda \rightarrow-\infty$

Recall that we identify the nodes with their Prim ranks, so $v_{i}$ is simply denoted by $i$. For points $s_{1}, \ldots, s_{k} \in(0, \infty)$, let $\operatorname{Span}_{n}\left(s_{1}, \ldots, s_{k}\right)$ denote the collection of vertices that belong to one of the paths in the minimum spanning tree $M_{n}$ between some $s_{i}^{n}=\left\lfloor s_{i} n^{2 / 3}\right\rfloor$ and $s_{j}^{n}=\left\lfloor s_{j} n^{2 / 3}\right\rfloor$. For $\lambda \in \mathbb{R}$ and $s_{1}, s_{2}, \ldots, s_{k} \in(0, \infty)$, let $J_{\lambda}^{n}\left(s_{1}, s_{2}, \ldots, s_{k}\right)$ be the collection of indices $j \geq 1$ such that $C_{j}^{n, \lambda}$ intersects $\operatorname{Span}_{n}\left(s_{1}, \ldots, s_{k}\right)$.

The following lemma shows that all the connected components containing part of the path in the minimum spanning tree between a collection of random points have a size of order $n^{2 / 3}$.

Proposition 7.5. Let $I \subset(0, \infty)$ be any compact interval, and let $s_{1}, s_{2}, \ldots, s_{k} \in(0, \infty)$ be i.i.d. uniform in $I$. Then, for any $\epsilon>0$ there exists $\lambda \in \mathbb{R}$, and $\delta>0$, such that, with probability at least $1-\epsilon$, all the connected components of $G\left(n, p_{n}(\lambda)\right)$ containing nodes of $\operatorname{Span}_{n}\left(s_{1}, \ldots, s_{k}\right)$ are trees and have size at least $\delta n^{2 / 3}$.

Proof. i) We abbreviate $J_{\lambda}^{n}\left(s_{1}, \ldots, s_{k}\right)$ as $J_{\lambda}^{n}$. For any fixed $\lambda$, the collection of connected components containing any of the $s_{i}^{n}, 1 \leq i \leq k$, have Prim ranks at most $n^{2 / 3} \sup I+\left|C_{1}^{n, \lambda}\right|$. With high probability, this is at most $t n^{2 / 3}$ for some fixed $t$ for all $\lambda \leq 0$ (say). However, by the representations in [2] or [24], the number of surplus edges involving pairs of nodes with Prim rank at most $t n^{2 / 3}$ converges to a Poisson random variable whose parameter the $\int_{0}^{t}\left(X_{s}^{\lambda}-\underline{X}_{s}^{\lambda}\right) d s$, which tends to zero almost surely as $\lambda \rightarrow-\infty$.

Thus, for any $\epsilon>0$, we can indeed choose $\lambda$ small enough for all the $C_{j}^{n, \lambda}, j \in J_{\lambda}^{n}$ to be trees with probability at least $1-\epsilon$.
ii) We shall prove that the family of random variables $\max \left\{n^{2 / 3} /\left|C_{j}^{n, \lambda}\right|: j \in J_{\lambda}^{n}\right\}, n \geq 1$, is tight. The arguments are all routine, and we only provide the main structure of the proof. Fix $\epsilon>0$. First, let $\bar{\lambda}$ be large enough that $s_{1}^{n}, \ldots, s_{k}^{n}$ are all in the same connected component $H^{n}$ which also contains the point $\left\lfloor n^{2 / 3}\right\rfloor$ with probability at least $1-\epsilon$ (see for instance, Lemma 5.2).

By Lemma 7.3 ii , when decreasing $p$ from $p_{n}(\bar{\lambda})$ to $p_{n}(\lambda)$, each edge is removed with probability at $\operatorname{most}\left(p_{n}(\bar{\lambda})-p_{n}(\lambda)\right) / p_{n}(\bar{\lambda}) \sim(\bar{\lambda}-\lambda) n^{-1 / 3}$ independently of the others. So, the number of edges removed on a prescribed path of length at most $C n^{1 / 3}$ is dominated by a binomial random variable with parameters $C n^{1 / 3}$ and $(\bar{\lambda}-\lambda) n^{-1 / 3}$ and is thus tight. Since $n^{-1 / 3} \operatorname{diam}\left(H^{n}\right) \leq n^{-1 / 3} \operatorname{diam}\left(M_{n}\right)$ which is tight ([1]), the same holds for the length of the path between any of two of the $\left\{s_{1}^{n}, \ldots, s_{k}^{n}\right\}$. This implies the tightness of $\left(\left|J_{\lambda}^{n}\right|\right)_{n \geq 1}$, for any $\lambda \in \mathbb{R}$. This also readily implies that $n^{1 / 3}$ divided by the smallest distance in the minimum spanning tree between any two removed edges is tight. On the other hand, the minimum distance between any two of the $\left\{s_{1}^{n}, \ldots, s_{k}^{n}\right\}$ is itself of order $n^{1 / 3}$ (this is lower bounded by the distance in the corresponding graph $G\left(n, p_{n}(\bar{\lambda})\right)$, and thus follows from the results in [2, 4]). It follows that the smallest portion of a path connecting the $\left\{s_{1}^{n}, \ldots, s_{k}^{n}\right\}$ in the Kruskal forest $K\left(n, p_{n}(\lambda)\right)$ is also of order at least $n^{1 / 3}$.

Now, by $i$, let $\lambda$ be small enough that all the involved connected components are trees at time $p_{n}(\lambda)$ with probability at least $1-\epsilon$. Conditionally on the number of its nodes being $m$, the diameter any such connected component is of order $m^{1 / 2}([11,12])$. Putting this together with the facts that, for this value of $\lambda$, the number of portions of paths is tight $J_{\lambda}^{n}$, that each of the portions has length of order $n^{1 / 3}$, this implies that each of the portions is contained in a connected component whose size is indeed of order $n^{2 / 3}$ (and no smaller).

The following folklore global asymptotic properties for the connected components will be useful.
Lemma 7.6. For any $\epsilon, \delta, \delta^{\prime}>0$, there exists $\lambda \in \mathbb{R}$ such that, with probability at least $1-\epsilon$,
i) the largest connected component of $G\left(n, p_{n}(\lambda)\right)$ contains at most $\delta n^{2 / 3}$ nodes;
ii) the maximum diameter of a connected component of $G\left(n, p_{n}(\lambda)\right)$ is at most $\delta^{\prime} n^{1 / 3}$.

Proof. For any $\alpha \leq \delta$, the probability that either $i$ ) or $i i$ ) fails is at most

$$
\mathbf{P}\left(\left|C_{1}^{n, \lambda}\right| \geq \alpha n^{2 / 3}\right)+\mathbf{P}\left(\max _{j \geq 1} \operatorname{diam}\left(C_{j}^{n, \lambda}\right) \geq \delta^{\prime} n^{1 / 3},\left|C_{1}^{n, \lambda}\right| \leq \alpha n^{2 / 3}\right)
$$

By Theorem 1.3 of [56], there exists $\alpha>0$ small enough such that the second term is at most $\epsilon / 2$. Then, choose $\lambda$ small enough that the first term is also at most $\epsilon / 2$. The fact that such a $\lambda$ exists follows for instance from the results of [16] on the entrance boundary for the standard multiplicative (Theorem 4 there), and the relation between the random graph and the multiplicative coalescent in [14] (Proposition 4).

### 7.3 A global coupling argument

Before actually proving the convergence of the trees or graphs seen as metric spaces, we verify that the main objects, on which the representations of the previous section rely, do converge. The objective is to eventually construct a rich enough probability space on which enough parameters converge almost surely, in order the make the final proof of convergence of the metric as easy as possible. The starting point is the process $\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}$ introduced in (41). By Theorem 7 of [24], we have

$$
\begin{equation*}
\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}} \xrightarrow[n \rightarrow \infty]{ }\left(X^{\lambda}\right)_{\lambda \in R} \tag{45}
\end{equation*}
$$

in distribution in $\mathbb{D}(\mathbb{R}, \mathbb{C}([0, \infty), \mathbb{R}))$. The first essential ingredient consists in proving that this implies that the macroscopic merges restricted to any compact region of time and space also converge. Define

$$
\operatorname{Merge}(X)=\{(\boldsymbol{\ell}(t), t, \boldsymbol{\imath}(t),-\boldsymbol{\imath}(t)): t \in \mathscr{L}(X)\}
$$

We say that $\operatorname{Merge}_{n}\left(\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R})} \rightarrow \operatorname{Merge}(X)\right.$ if for any compact intervals $I \subset(0, \infty)$ and $\Lambda \subset \mathbb{R}$, and any threshold $\epsilon>0$, the subset of $\left.\operatorname{Merge}_{n}\left(\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}\right)\right)$ consisting of points $(l, t, r,-s)$ such that $r-t, t-l>\epsilon, l, t, r \in I$ and $-s \in \Lambda$ converges to the corresponding subset of Merge $(X)$.

Proposition 7.7 (Convergence of large merges). Consider a probability space in which $\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}} \rightarrow$ $\left(X^{\lambda}\right)_{\lambda \in \mathbb{R}}$ almost surely. Then, in probability,

$$
\operatorname{Merge}_{n}\left(\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}\right) \xrightarrow[n \rightarrow \infty]{ } \operatorname{Merge}(X)
$$

Proof. We will use the following fact: a.s., there does not exist three local minima of $t, t^{\prime}, t^{\prime \prime} \in \mathscr{L}(X)$ such that the points $\left(t, X_{t}\right),\left(t^{\prime}, X_{t^{\prime}}\right)$ and $\left(t^{\prime \prime}, X_{t^{\prime \prime}}\right)$ all lie on the same line; using the representation in [24], this is essentially equivalent to the fact that the standard multiplicative coalescent is binary. To see that this is indeed the case, note that local minima of a continuous function are also global minima on an interval with rational extremities; then for, three disjoint intervals $[a, b],\left[a^{\prime}, b^{\prime}\right]$ and $\left[a^{\prime \prime}, b^{\prime \prime}\right]$ with rational extremities, the local minima $\left(t, X_{t}\right),\left(t^{\prime}, X_{t^{\prime}}\right)$ and $\left(t^{\prime \prime}, X_{t^{\prime \prime}}\right)$ on each of these intervals have a law which absolutely continuous with respect to the Lebesgue measure on $\mathbb{R}^{2}$, and then, are aligned with probability zero; the union of this countable number of zero probability events also has probability zero. Assume that $(a, b, c, \lambda) \in \operatorname{Merge}(X)$. In this case, $b$ is a local minimum of $X^{\lambda}$, and $X^{\lambda}$ is strictly above the (horizontal) line connecting $\left(a, X_{a}^{\lambda}\right),\left(b, X_{b}^{\lambda}\right),\left(c, X_{c}^{\lambda}\right)$ on $(a, b) \cup(b, c)$; because of the property recalled above, since $\left(a, X_{a}^{\lambda}\right)$ and $\left(b, X_{b}^{\lambda}\right)$ are local minima of $X^{\lambda}$, it is (a.s.) not the case for $\left(c, X_{c}^{\lambda}\right)$, so that, $\inf \left\{X_{t}^{\lambda}: t \in(c, c+\eta)\right\}<0$ for any $\eta>0$.

Given compact intervals $I \subset(0, \infty), \Lambda \subset \mathbb{R}$ and a threshold $\epsilon>0$, there are only finitely many points in $\operatorname{Merge}(X) \cap I^{3} \times \Lambda$ with the first three coordinates at least $\epsilon$ apart, and it suffices to consider each one separately. Take some $(a, b, c, \lambda) \in \operatorname{Merge}(X)$, so that, in particular $X_{a}^{\lambda}=X_{b}^{\lambda}=X_{c}^{\lambda}$. Consider, for $\varepsilon^{\prime}>0, \delta>0$, the event

$$
\begin{aligned}
\mathcal{E}\left((a, b, c, \lambda) ; \varepsilon^{\prime}, \delta\right)= & \left\{\inf _{\left[0, a-\varepsilon^{\prime}\right]} X^{\lambda} \geq X_{a}^{\lambda}+\delta\right\} \cap\left\{\inf _{\left[a+\varepsilon^{\prime}, b-\varepsilon^{\prime}\right]} X^{\lambda}>X_{a}^{\lambda}+\delta\right\} \\
& \cap\left\{\inf _{\left[b+\varepsilon^{\prime}, c-\varepsilon^{\prime}\right]} X^{\lambda}>X_{a}^{\lambda}+\delta\right\} \cap\left\{\inf _{\left[c, c+\varepsilon^{\prime}\right]} X^{\lambda}<X_{c}^{\lambda}-\delta\right\} .
\end{aligned}
$$

Fix $\varepsilon^{\prime}>0, a, b, c \in(0, \infty)$ such that $|b-a|,|c-b| \geq 2 \varepsilon^{\prime}$, and $\lambda \in \mathbb{R}$. Using the properties of the local minima of the Brownian motion, for any $\epsilon>0$ there exists a $\delta>0$ such that

$$
\mathbf{P}\left(\mathcal{E}\left((a, b, c, \lambda) ; \varepsilon^{\prime}, \delta\right) \mid(a, b, c, \lambda) \in \operatorname{Merge}(X)\right) \geq 1-\epsilon
$$

Let us show that, the event $\mathcal{E}\left((a, b, c, \lambda) ; \varepsilon^{\prime}, \delta\right)$, for all $n$ large enough, there must exist some vector $\left(a_{n}, b_{n}, c_{n}, \lambda_{n}\right)$ close to $(a, b, c, \lambda)$ such that $\left(a_{n}, b_{n}, c_{n}, \lambda_{n}\right) \in \operatorname{Merge}_{n}\left(\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}\right)$. To prove this, it suffices to show that for some $\lambda^{\prime}<\lambda$ close enough to $\lambda$ there are points $\left(a_{n}, b_{n}, c_{n}\right) \in Z^{n, \lambda^{\prime}}$ which are close to $(a, b, c)$, while for some $\lambda^{\prime \prime}>\lambda$ close enough to $\lambda$ there are points $a_{n}^{\prime \prime}, b_{n}^{\prime \prime} \in Z^{n, \lambda^{\prime \prime}}$ with $\left(a_{n}^{\prime \prime}, c_{n}^{\prime \prime}\right)$ close to $(a, c)$ but no other point of $Z^{n, \lambda^{\prime \prime}}$ between $a_{n}^{\prime \prime}$ and $c_{n}^{\prime \prime}$. We now proceed with the details.

On the one hand, for any $\lambda^{\prime}<\lambda$ there exists $\delta^{\prime}>0$ small enough such that $X_{b}^{\lambda}<X_{a}^{\lambda^{\prime}}-\delta^{\prime}$ and $X_{c}^{\lambda^{\prime}}<X_{b}^{\lambda^{\prime}}-\delta^{\prime}$. Taking $\lambda^{\prime}$ close enough to $\lambda$ and $\delta^{\prime}>0$ even smaller, we may also ensure that $X^{\lambda^{\prime}}>\delta^{\prime}$ on $\left[a+\varepsilon^{\prime}, b-\varepsilon^{\prime}\right]$ and $\left[b+\varepsilon^{\prime}, c-\varepsilon^{\prime}\right]$. The convergence of $X^{n, \lambda^{\prime}}$ to $X^{\lambda^{\prime}}$ then ensures that we may find $a_{n}, b_{n}, c_{n} \in Z^{n, \lambda^{\prime}}$ all within distance $\varepsilon^{\prime}$ of $a, b$ or $c$.

On the other hand, for any $\lambda^{\prime}>\lambda$, we have $X^{\lambda^{\prime}}>\delta^{\prime}$ on $\left(a+\varepsilon^{\prime}, c-\varepsilon^{\prime}\right)$; we may take $\lambda^{\prime}$ close enough to $\lambda$, and $\delta^{\prime}>0$ small enough such that we also have $\inf \left\{X^{\lambda^{\prime}}:\left[c, c+\varepsilon^{\prime}\right]\right\}<\inf \left\{X^{\lambda^{\prime}}:\left[0, a-\varepsilon^{\prime}\right]\right\}-\delta^{\prime}$. The convergence of $X^{n, \lambda^{\prime}}$ to $X^{\lambda}$ then ensures that there exists $a_{n} \in\left[a-\varepsilon^{\prime}, a+\epsilon^{\prime}\right]$ and $c_{n} \in\left[c-\varepsilon^{\prime}, c+\varepsilon^{\prime}\right]$ such that $a_{n}, c_{n} \in Z^{n, \lambda^{\prime}}$ and $Z^{n, \lambda}$ does not have any other point between $a_{n}$ and $c_{n}$.

Consider now a accumulation point $(a, b, c, \lambda)$ of $\operatorname{Merge}_{n}\left(\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}\right)$ with $a<b<c$. Then, there exists a sequence $\left(a_{n}, b_{n}, c_{n}, \lambda_{n}\right)$ converging to $(a, b, c, \lambda)$ with $a_{n}, b_{n}, c_{n} \in Z^{n, \lambda_{n}}$. It follows that

$$
X_{a_{n}}^{n, \lambda_{n}}=\underline{X}_{a_{n}}^{n, \lambda_{n}}=X_{b_{n}}^{n, \lambda_{n}}+n^{-1 / 3}=X_{c_{n}}^{n, \lambda_{n}}+2 n^{-1 / 3}
$$

The convergence of $X^{n, \lambda}$ to $X^{\lambda}$ then implies that $\underline{X}_{a}^{\lambda}=X_{a}^{\lambda}=X_{b}^{\lambda}=X_{c}^{\lambda}$, so that $a, b, c \in Z^{\lambda}$. The path properties of $X$ also imply that, for any $\lambda^{\prime}>\lambda,(a, c) \cap Z^{\lambda^{\prime}}=\varnothing$ so that $(a, b, c, \lambda) \in \operatorname{Merge}(X)$. This completes the proof.

The next step concerns the convergence of the representation of the cyclic edges. Given $X$, let $\Xi$ be a Poisson point process with intensity $\mathbf{1}_{x<y} \mathbf{1}_{(x, y) \cap Z^{\lambda}=\varnothing} d x d y d \lambda$ on $\mathbb{R}_{+}^{2} \times \mathbb{R}$.

Proposition 7.8 (Convergence of cyclic edges). We have the convergence in distribution

$$
\left(\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}, \Xi_{n}\right) \xrightarrow[n \rightarrow \infty]{d}\left(\left(X^{\lambda}\right)_{\lambda \in \mathbb{R}}, \Xi\right) .
$$

Furthermore, for any $a \in \mathbb{R}_{+}$and $\lambda \in \mathbb{R}$, we have jointly,

$$
\# \Xi_{n} \cap\left([0, a]^{2} \times(-\infty, \lambda]\right) \xrightarrow[n \rightarrow \infty]{d} \# \Xi \cap\left([0, a]^{2} \times(-\infty, \lambda]\right) .
$$

Proof. Consider first the larger point process $\Xi_{n}^{\circ}=\left\{\left(i n^{-2 / 3}, j n^{-2 / 3}, \lambda_{i j}^{n}\right): 1 \leq i<j \leq n\right\}$. For every set $A \subset\left\{(x, y, \lambda): a \leq x<y \leq b, \lambda_{1} \leq \lambda \leq \lambda_{2}\right\},\left|\Pi_{n} \cap A\right|$ is a binomial random variable with parameters asymptotic to $n^{4 / 3}(b-a)^{2} / 2$ and $\mathbf{P}\left(\lambda_{i j}^{n} \in\left[\lambda_{1}, \lambda_{2}\right]\right)=\left(\lambda_{2}-\lambda_{1}\right) n^{-4 / 3}$, and thus converges to a Poisson random variable $P_{A}$ with parameter $\left(\lambda_{2}-\lambda_{1}\right)(b-a)^{2} / 2$.

Let now $A$ and $A^{\prime}$ be any two disjoint such sets; we show that the distributional limits $P_{A}$ and $P_{A^{\prime}}$ are independent. If the space intervals $[a, b]$ and $\left[a^{\prime}, b^{\prime}\right]$ are disjoint, this is straightforward since the random variables $\left(Y_{i j}\right)$ involved in the definitions of $\Pi_{n}$ on $A$ and $A^{\prime}$ are themselves independent. Otherwise the space intervals do intersect, and the time intervals must then be disjoint. Fix any $\epsilon>0$. There is some constant $K$ such that $\mathbf{P}\left(\left|\Pi_{n} \cap A\right|>K\right)<\epsilon$. Now, conditionaly on $\Pi_{n} \cap A$ and $\left|\Pi_{n} \cap A\right| \leq K$, to estimate the distribution of $\left|\Pi_{n} \cap A^{\prime}\right|$ we shall remove the pairs $(i, j)$ which correspond to a point in $\Pi_{n} \cap A$, and correct the probability of every other to account for the fact that they did not occur in $\left[\lambda_{1}, \lambda_{2}\right.$ ] (for those that indeed intersect). This removes only at most $K$ out of the $n^{4 / 3}\left(b^{\prime}-a^{\prime}\right)^{2} / 2$ pairs, and boots the probability of some of others by a factor $\left(1-n^{-4 / 3}\left(\lambda_{2}-\lambda_{1}\right)\right)$. Overall, the limit remains Poisson random variable with the same distribution. Since $\epsilon>0$ was arbitrary, this proves that $\Xi_{n}^{\circ}$ converges to a Poisson point process $\Xi^{\circ}$ with unit rate on $\left\{(x, z, \lambda) \in \mathbb{R}_{+}^{2} \times \mathbb{R}: x<y\right\}$.

For the remainder of the proof, we consider now a probability space on which $\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}$ converges almost surely to $\left(X^{\lambda}\right)_{\lambda \in \mathbb{R}}$. To complete the proof, it now suffices to show that, the set $A^{n}=$ $\left\{\left(i n^{-2 / 3}, j n^{-2 / 3}, \lambda\right): Z^{n, \lambda} \cap\{i+1, \ldots, j\}=\varnothing\right\}$ used to filter the points of $\Xi_{n}^{\circ}$ converges to $A=$ $\left\{(x, y, \lambda): Z^{\lambda} \cap(x, y)=\varnothing\right\}$ used to filter those of $\Xi^{\circ}$, for the Hausdorff distance. Indeed, since $Z^{n, \lambda}$ and $Z^{\lambda}$ are both decreasing in $\lambda$ this would imply the convergence of their Lebesgue measures. Let $(x, y, \lambda) \in A$, then $(x, y) \cap Z^{\lambda}=\varnothing$, so that for any $\epsilon>0$ small enough, $\inf \left\{X_{s}^{\lambda}-\underline{X}_{s}^{\lambda}: s \in\right.$ $(x+\epsilon, y-\epsilon)\}>0$. It follows that $\inf \left\{X_{s}^{n, \lambda}-\underline{X}_{s}^{n, \lambda}: s \in(x+\epsilon, x-\epsilon)\right\}>0$ as well for all $n$ large enough, so that $(x+\epsilon, y-\epsilon, \lambda) \in A^{n}$. Similarly, if $(x, y, \lambda) \notin A$, then $\inf \left\{X_{s}^{\lambda}-\underline{X}_{s}^{\lambda}: s \in(x+\epsilon, y-\epsilon)\right\} \leq 0$ for every $\epsilon>0$ small enough, and therefore $\inf \left\{X_{s}^{\lambda-\epsilon}-\underline{X}_{s}^{\lambda-\epsilon}: s \in(x+\epsilon, y-\epsilon)\right\}<0$ for some $\epsilon>0$ small enough. The argument we used above implies that $(x+\epsilon, y-\epsilon, \lambda-\epsilon) \notin A^{n}$ for all $n$ large enough.

For the second claim, one only needs the additional tightness of the number $N_{n}$ of points of $\Xi_{n}$ in $[0, a]^{2} \times(-\infty, \lambda]$. Since the discrete representation of $\Xi_{n}$ is delicate to handle, we shall change the point of view: By the exact distribution of $N_{n}$ in Proposition 7.2, $N_{n}$ is dominated by the number of surplus edges in the connected components that have nodes with Prim ranks at most $a n^{2 / 3}$ at time $p_{n}(\lambda)$. The latter is known to be tight by the results in [24] (Corollary 20 and Section 7.2), which consider the alternative representation for the surplus edges using a Bernoulli pointset under the graph of the discrete reflected process $X^{n, \lambda}-\underline{X}^{n, \lambda}$ (just as in the results of Aldous in [14]).

We may also recast the results of [24] about the convergence of surpluses of connected components in the Prim order in the present setting (see also, [14]). Recall the discrete defined in (44). There is a continuum analog to the surplus of a connected component, that can be defined in terms of $\Xi$. At time
$\lambda \in \mathbb{R}$, the connected components correspond to the intervals of $\mathbb{R}_{+} \backslash Z^{\lambda}$, that are sorted in decreasing order as $\left(\gamma_{j}^{\lambda}\right)_{j \geq 1}$. We define

$$
\begin{equation*}
\operatorname{surp}_{j}^{\lambda}=\#\left\{\left(x, y, \lambda^{\prime}\right) \in \Xi: x, y \in \gamma_{j}^{\lambda}, \lambda^{\prime} \leq \lambda\right\} \tag{46}
\end{equation*}
$$

Corollary 7.9. Jointly with the convergence in Proposition 7.8, for any fixed $\lambda \in \mathbb{R}$, and any $j \geq 1$, we have

$$
\operatorname{surp}_{j}^{n, \lambda} \xrightarrow[n \rightarrow \infty]{d} \operatorname{surp}_{j}^{\lambda}
$$

We shall also want to couple the collection of uniform choices that are associated to each merge, and used to sample the edges in discrete and the point identifications in the limit. In the limit, merge events are characterized by some element $(x, y, z, \lambda)$ where $0<x<y<z$ and $\lambda \in \mathbb{R}$. Let $\Delta:=$ $\{(x, y, z): 0<x<y<z\} \subseteq \mathbb{R}_{+}^{3}$. We shall discretize the set of merge events. We decompose the collection of all potential merge triples $\Delta$ into countably many cells (up to a Lebesgue null set), so that each cell can contain at most one of the elements $(x, y, z) \in \Delta$ for which there exists some $\lambda$ and $(x, y, z, \lambda) \in \operatorname{Merge}(X)$.

For $x>0$, let $K(x)$ be the unique integer $k \in \mathbb{Z}$ such that $x \in\left[1 / 2^{k+1}, 1 / 2^{k}\right)$. For $k \in \mathbb{Z}$ and $(x, y, z) \in \Delta$ define

$$
D(x, y, z ; k)=\left(\left\lfloor x 2^{k}\right\rfloor / 2^{k},\left\lfloor(y-x) 2^{k}\right\rfloor / 2^{k},\left\lfloor(z-y) 2^{k}\right\rfloor / 2^{k}\right)
$$

Then, the integer $M(x, y, z)=1+\max \{K(y-x), K(z-y)\}$ is used as the precision at which we shall encode the triple $(x, y, z)$. For each $(x, y, z) \in \Delta$, define

$$
\operatorname{Code}(x, y, z)=(M(x, y, z), D(x, y, z ; M(x, y, z))
$$

and observe that Code takes its values in the countable set $\mathbb{N} \times \mathbb{Q}^{3}$. A subset $S \subset \Delta$ is called nested if for any $(x, y, z),\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in S$ we have either (a) $(x, z) \cap\left(x^{\prime}, z^{\prime}\right)=\varnothing$, or (b) $\left(x^{\prime}, z^{\prime}\right)$ is contained in either $(x, y)$ or $(y, z)$, or (c) $(x, z)$ is contained in either $\left(x^{\prime}, y^{\prime}\right)$ or $\left(y^{\prime}, z^{\prime}\right)$. The set Merge $(X)$ is such that its projection on the first three coordinates is nested. One easily verifies that, the map Code is injective on any nested subset $S \subset \Delta$.

Lemma 7.10. Let $S \subseteq \Delta$ be nested. Then for any $(x, y, z),\left(x^{\prime}, y^{\prime}, z^{\prime}\right) \in S$ we have $\operatorname{Code}(x, y, z) \neq$ Code $\left(x^{\prime}, y^{\prime}, z^{\prime}\right)$.

Proof. Suppose that $\operatorname{Code}\left(x_{1}, y_{1}, z_{1}\right)=\operatorname{Code}\left(x_{2}, y_{2}, z_{2}\right)$. Then, there is $k \in \mathbb{Z}$ and $(a, b, c) \in \mathbb{R}_{+}^{3}$ such that for $i \in\{1,2\}$, we have
i) $M\left(x_{i}, y_{i}, z_{i}\right)=k$, so that $\min \left\{\left|y_{i}-x_{i}\right|,\left|z_{i}-y_{i}\right|\right\} \in\left[1 / 2^{k}, 1 / 2^{k-1}\right)$, and
ii) $x_{i} \in\left[a, a+1 / 2^{k}\right), y_{i}-x_{i} \in\left[b, b+1 / 2^{k}\right)$ and $z-y \in\left[c, c+1 / 2^{k}\right)$.

Now, since $S$ is nested, and there are two alternatives. Either $\left(x_{1}, z_{1}\right) \cap\left(x_{2}, z_{2}\right)=\varnothing$, and without loss of generality, $z_{1} \leq x_{2}$, and because of i) we have $\left|x_{1}-x_{2}\right| \geq 1 / 2^{k-1}$ which contradicts ii). Or, without of generality, $\left(x_{1}, z_{1}\right) \subset\left[x_{2}, y_{2}\right]$ or $\left(x_{1}, z_{1}\right) \subset\left[y_{2}, z_{2}\right]$, and either way, because of $i$ ), we cannot have simultaneously all the inequalities in ii).

The following lemma is straightforward:
Lemma 7.11. Suppose that $\left(a_{n}, b_{n}, c_{n}\right)_{n \geq 1}$ converges to $(a, b, c) \in \Delta$ such that neither $a, b-a$ nor $c-b$ are multiple of some $2^{j}$, with $j \in \mathbb{Z}$. Then, for all n large enough $\operatorname{Code}\left(a_{n}, b_{n}, c_{n}\right)=\operatorname{Code}(a, b, c)$.

From now on, we will see $\mathbf{U}$ as indexed by this $\operatorname{Code}(\Delta)$ (which is countable) rather than by $\mathbb{N}$.

### 7.4 A global coupling and ideal forests

We are now ready to define the probability space on which we will work. By iterative applications of Skorohod's representation theorem, we can find a probability space in which we have the following almost sure convergences, as $n \rightarrow \infty$ :

- $\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}} \rightarrow\left(X^{\lambda}\right)_{\lambda \in \mathbb{R}} ;$
- $\Xi_{n} \rightarrow \Xi$;
- $\operatorname{Merge}_{n}\left(\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}\right) \rightarrow \operatorname{Merge}(X)$.

Our starting point is the following: for the discrete objects, we consider the Kruskal forest $K(n, p)$ and random graphs $G(n, p)$ that are constructed from $\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}, \mathbf{U}$, and $\Xi_{n}$, which also define the metric space $\left(M_{n}, d_{n}\right)$. The continuous objects are those built from $X, \mathbf{U}$ and $\Xi$, in particular the metric $d$ on $\mathbb{R}_{+}$. In the following, we shall identify the label and the Prim ranks to ease the discussion.

These objects are crucial for us, and we will show that their macroscopic structures are similar. Rather than trying to couple details at the scale $\delta n^{2 / 3}$ in the discrete, and $\delta$ in the continuous, we shall proceed as follows: both in the discrete and continuous setting, we can see the metric spaces at some given time $\lambda$ (that is $K\left(n, p_{n}(\lambda)\right)$ and $G\left(n, p_{n}(\lambda)\right)$ in discrete, and the metric spaces induced by the intervals of $\mathbb{R}_{+} \backslash Z^{\lambda}$ in continuous) as combining together the metric spaces that were already present far in the past, say at some time $\underline{\lambda}<\lambda$. We will never look any further in time, and replace the metrics in the connected components at time $\underline{\lambda}$ by some idealization. In general, the distribution will be incorrect, but we will ensure that $\underline{\lambda}$ can be chosen far enough for the distributions to be exact (or close enough) on an event of arbitrarily large probability. Observe that, this modification at time $\underline{\lambda}$ provides a coupling at all times $\lambda>\underline{\lambda}$ simultaneously.

Fix any two points $s_{1}, s_{2} \in(0, \infty)$ and define $s_{i}^{n}=\left\lfloor s_{i} n^{2 / 3}\right\rfloor, i=1,2$. There is always some deterministic $\bar{\lambda}$ large enough such that $s_{1}^{n}$ and $s_{2}^{n}$ lie in the same connected component of $K\left(n, p_{n}(\bar{\lambda})\right)$ for $n$ large enough with probability close to one; the path between $s_{1}^{n}$ and $s_{2}^{n}$ we refer to is the one in this connected component (and at any larger time). For any $\lambda \in \mathbb{R}$, let $J_{\lambda}^{n}\left(s_{1}, s_{2}\right)$ denote the collection of ranks of the connected components of $G\left(n, p_{n}(\lambda)\right)$ that contain some node on the path between $s_{1}^{n}$ and $s_{2}^{n} ; j \in J_{\lambda}^{n}\left(s_{1}, s_{2}\right)$ means that the $j$ th largest connected component of $K\left(n, p_{n}(\lambda)\right)$ contains some node of the path between $s_{1}^{n}$ and $s_{2}^{n}$. Similarly, let $J_{\lambda}\left(s_{1}, s_{2}\right)$ be the collection of indices of the intervals $\left(\gamma_{j}^{\lambda}\right)_{j \geq 1}$ obtained as $\mathbb{R}_{+} \backslash Z^{\lambda}$ which contain part of $\llbracket s_{1}, s_{2} \rrbracket$. By construction, any of the connected components at time $\lambda$ are traversersed by a single portion of the path, between two points that we will denote by $a_{j}^{n}, b_{j}^{n}$ and $a_{j}, b_{j}$ respectively. Then, we have the following exact decompositions:

$$
\begin{equation*}
d_{n}\left(s_{1}^{n}, s_{2}^{n}\right)=\sum_{j \in J_{\lambda}^{n}\left(s_{1}, s_{2}\right)} d_{n}\left(a_{j}^{n}, b_{j}^{n}\right)+\# J_{\lambda}^{n}\left(s_{1}, s_{2}\right)-1, \tag{47}
\end{equation*}
$$

and

$$
\begin{equation*}
d\left(s_{1}, s_{2}\right)=\sum_{j \in J_{\lambda}\left(s_{1}, s_{2}\right)} d\left(a_{j}, b_{j}\right) . \tag{48}
\end{equation*}
$$

We will simply replace the distances in the components at time $\lambda$ by what they should be in an ideal situation; for now, we are only interested in the definition, the verifications will come later. With this goal in mind, let us suppose our probability space contains the following sequences of random variables. Let $\left(V_{j}\right)_{j \geq 1}$ be i.i.d. random variables uniform on $[0,1]$. For each $m \geq 1$, let $F_{m}$ denote the distribution function of the distance $D_{m}$ between two independent uniformly random points in a uniformly random labelled tree on $m$ nodes. Then, for each $m \geq 1, \bar{D}_{j}(m)=m^{-1 / 2} F_{m}^{-1}\left(V_{j}\right)$. This provides a sequence of random variables where each term $\bar{D}_{j}(m)$ is distributed like $m^{-1 / 2} D_{m}$, and that converges almost surely as $m \rightarrow \infty$ to a Rayleigh random variable $\bar{R}_{j}$ with density $x e^{-x^{2} / 2}$ on $\mathbb{R}_{+}$(see, e.g., [11] for the convergence in distribution).

The objective is to control the matrix of pairwise distances between multiple points, and our new approximation of the distance will depend on the entire set of points. Let $\mathbf{s}=\left(s_{1}, s_{2}, \ldots, s_{k}\right) \in \mathbb{R}_{+}^{k}$. We
will only replace the distance in the connected components that only contain a single portion of paths between these points; in all the other components, which contain branch points of the collection of paths between the elements of $s$, we will keep the distance unchanged. Let

$$
J_{\lambda}^{n}\left(s_{p}, s_{q} ; \mathbf{s}\right)=J_{\lambda}^{n}\left(s_{p}, s_{q}\right) \backslash \bigcup_{i<j, i \neq p, j \neq q} J_{\lambda}^{n}\left(s_{i}, s_{j}\right),
$$

and similarly, define the continuum analog by

$$
J_{\lambda}\left(s_{p}, s_{q} ; \mathbf{s}\right)=J_{\lambda}\left(s_{p}, s_{q}\right) \backslash \bigcup_{i<j, i \neq p, j \neq q} J_{\lambda}\left(s_{i}, s_{j}\right)
$$

Let $\left(n^{2 / 3}\left|\gamma_{j}^{n, \lambda}\right|\right)_{j \geq 1}$ denote the collection of sizes of the connected components at time $\lambda$, just as $\left(\left|\gamma_{j}^{\lambda}\right|\right)_{j \geq 1}$ denotes the Lebesgue measures in the continuous setting. Define the following approximations, for $1 \leq p<q \leq k$,

$$
\begin{align*}
\tilde{d}_{n}\left(s_{p}^{n}, s_{q}^{n}\right)= & n^{1 / 3} \sum_{j \in J_{\lambda}^{n}\left(s_{p}, s_{q} ; \mathbf{s}\right)}\left|\gamma_{j}^{n, \lambda}\right|^{1 / 2} \bar{D}_{j}\left(n^{2 / 3}\left|\gamma_{j}^{n, \lambda}\right|\right)  \tag{49}\\
& +\sum_{j \in J_{\lambda}^{n}\left(s_{p}, s_{1}\right) \backslash J_{\lambda}^{n}\left(s_{p}, s_{1} ; \mathbf{s}\right)} d_{n}\left(a_{j}^{n}, b_{j}^{n}\right)+\# J_{\lambda}^{n}\left(s_{1}, s_{2}\right)-1
\end{align*}
$$

and

$$
\begin{equation*}
\tilde{d}\left(s_{p}, s_{q}\right)=\sum_{j \in J_{\lambda}\left(s_{p}, s_{q} ; \mathbf{s}\right)}\left|\gamma_{j}^{\lambda}\right|^{1 / 2} \bar{R}_{j}+\sum_{j \in J_{\lambda}\left(s_{p}, s_{q}\right) \backslash J_{\lambda}\left(s_{p}, s_{q} ; \mathbf{s}\right)} d\left(a_{j}, b_{j}\right) \tag{50}
\end{equation*}
$$

We first verify that these provide a suitable coupling of the pairwise distances between the $k$ points $s_{1}^{n}, s_{2}^{n}, \ldots, s_{k}^{n}$ and $s_{1}, s_{2}, \ldots, s_{k}$, respectively.

Proposition 7.12. Fix some compact interval $I \in(0, \infty)$. For any $\epsilon>0$, there exists $\lambda \in \mathbb{R}$ and an event $A$ of probability at least $1-\epsilon$, such that, for any $k$ i.i.d. uniform points $s_{1}, s_{2}, \ldots, s_{k} \in I$, for all $n$ large enough, on the event $A$, we have

$$
\left(\tilde{d}_{n}\left(s_{p}, s_{q}\right)\right)_{1 \leq p<q \leq k} \stackrel{d}{=}\left(d_{n}\left(s_{p}^{n}, s_{q}^{n}\right)\right)_{1 \leq p<q \leq k} \quad \text { and } \quad\left(\tilde{d}\left(s_{p}, s_{q}\right)\right)_{1 \leq p<q \leq k} \stackrel{d}{=}\left(d\left(s_{p}, s_{q}\right)\right)_{1 \leq p<q \leq k}
$$

Proof. There exists a $\lambda_{1}$ large enough that $I$ is contained in a single connected component at time $\lambda_{1}$ : with Lemma 5.2 in mind, let $\lambda_{1}$ be the smallest $\lambda$ for which $\sup I<2 \lambda+1$ and $\exp (-c \lambda)<\epsilon / 2$. This value being fixed, $I$ is contained in $\left[0,2 \lambda_{1}+1\right]$ with probability at least $1-\epsilon / 2$.

Let $A=A_{\lambda}$ be the event that $\Xi$ does not contain any point in $\left[0,2 \lambda_{1}+1\right]$ with time lower than $\lambda$. From the correspondence between the intensity of $\Xi$ and the area of $X^{\lambda}-\underline{X}^{\lambda}$, there exists $\lambda$ small enough that $A$ has probability at least $1-\epsilon$. The convergence of $\Xi_{n}$ to $\Xi$ implies that, on this event, for all $n$ large enough, $\Xi_{n}$ also has no point in $I$ with times before $\lambda$ (Proposition 7.8).

We may choose $\lambda$ even smaller to ensure that, $\left|\gamma_{1}^{\lambda}\right|<\epsilon /(4 k)$, so that, the probability that some point $s_{i}, 1 \leq i \leq k$, falls in an interval of $\mathbb{R}_{+} \backslash Z^{\lambda}$ that is not fully contained in $I$ is at most $\epsilon /(2|I|)$. When this occurs, conditionally on $s_{i} \in \gamma_{j}^{\lambda}$, the position $s_{i}$ is uniformly random in $\gamma_{j}^{\lambda}$. The same holds true for the discrete counterparts $s_{i}^{n}$ for all $n$ large enough.

Now, on the event $A$, for all $n$ large enough, all the connected components of the random graph $G\left(n, p_{n}(\lambda)\right)$ containing nodes with label at most $\left(2 \lambda_{1}+1\right) n^{2 / 3}$ are all trees, which are uniformly random. These are thus identical to the components in the Kruskal forest $K\left(n, p_{n}(\lambda)\right)$. By Proposition 7.1 and Lemma 7.4 the points $a_{j}^{n}$ and $b_{j}^{n}$ are independent and uniformly random (their actual labels!) and independent of the component. Since the end points $s_{i}^{n}$ are themselves uniformly random in the connected component in which they lie, by the previous paragraph, this proves that, on $A$, the discrete approximation $\tilde{d}\left(s_{p}, s_{q}\right), 1 \leq p<q \leq k$, has the same distribution as $d\left(s_{p}, s_{q}\right), 1 \leq p<q \leq k$.

The continuous analog follows from the calculations in Section 2.1 of [1] saying that, conditionally on having no point under the curve, an excursion under $\tilde{\mathbf{n}}_{\sigma}$ is distributed according to $\mathbf{n}_{\sigma}$, and is thus exactly a Brownian excursion; Brownian scaling and Remark 3.23 saying that in CMT(e, U), the distance $d_{\mathrm{e}}(0, V)$ between 0 and a uniformly random point $V$ is Rayleigh distributed, which completes the proof.

### 7.5 Main proof of convergence

Finally, we are ready to prove that, in the probability space defined in the previous section, we have convergence in probability of the pairwise distance.

Proposition 7.13. Fix I a compact interval of $(0, \infty)$, and let $s_{1}, s_{2}, \ldots, s_{k}$ be i.i.d. uniform points in $I$. For any $\epsilon, \delta>0$, there exists $\lambda \in \mathbb{R}$ such that,

$$
\limsup _{n \rightarrow \infty} \mathbf{P}\left(\sup _{1 \leq p<q \leq k}\left|n^{-1 / 3} \tilde{d}_{n}\left(s_{p}^{n}, s_{q}^{n}\right)-\tilde{d}\left(s_{p}, s_{q}\right)\right|>\delta\right) \leq \epsilon
$$

Proof. Fix any $\epsilon, \delta>0$. Let us first deal with the portions of paths contained in connected components that are traversed by more than one path, and that we did not bother coupling. Consider the event $A$ in Proposition 7.12 and the corresponding value $\lambda_{1}$ for $\lambda$ which ensures that $\mathbf{P}\left(A^{c}\right) \leq \epsilon / 4$. By Lemma 7.6, there exists $\lambda_{2}$ such that, for all $\lambda \leq \lambda_{2}$ and all $n$ large enough, the probability that the maximum diameter of a connected component of $G\left(n, p_{n}(\lambda)\right)$ is larger than $n^{1 / 3} \delta /(3 k)$ is at most $\epsilon / 4$. Furthermore, on the event $A$, each one of the $k-1$ portions of continuum paths in the intervals $\gamma_{j}^{\lambda}$ which contain more than one portion has a length stochastically dominated by $\left|\gamma_{j}^{\lambda}\right| \bar{R}_{j}$ (or the diameter of the corresponding CRT). We can choose $\lambda_{3}$ small enough such that the probability that any of them is greater than $\delta /(3 k)$ is at $\operatorname{most} \epsilon / 4$. Fix $\lambda=\min \left\{\lambda_{1}, \lambda_{2}, \lambda_{3}\right\}$. Finally, by Proposition 7.5, for this value of $\lambda$, there is some $\delta^{\prime}>0$ small enough such that, with probability at least $1-\epsilon / 4$ all the connected components $C_{j}^{n, \lambda}$, $j \in J_{\lambda}^{n}\left(s_{p}, s_{q}\right), 1 \leq p<q \leq k$, contain at least $\delta^{\prime} n^{2 / 3}$ nodes. The probability that either of these bad events occur is at most $\epsilon$, and we now suppose we work on the event $A^{\prime}$ that none occurs.

On the event $A^{\prime}$, we have from (49) and (50), for any $1 \leq p<q \leq k$,

$$
\begin{aligned}
\left|n^{-1 / 3} \tilde{d}_{n}\left(s_{p}^{n}, s_{q}^{n}\right)-\tilde{d}\left(s_{p}, s_{q}\right)\right| \leq & \left.\left|\sum_{j \in J_{\lambda}^{n}\left(s_{p}, s_{q} ; \mathbf{s}\right)} n^{-1 / 3}\right| \gamma_{j}^{n, \lambda}\right|^{1 / 2} \bar{D}_{j}\left(n^{2 / 3}\left|\gamma_{j}^{n, \lambda}\right|\right)-\sum_{j \in J_{\lambda}\left(s_{p}, s_{q} ; \mathbf{s}\right)}\left|\gamma_{j}^{\lambda}\right|^{1 / 2} \bar{R}_{j} \mid \\
& +n^{-1 / 3} \# J_{\lambda}^{n}\left(s_{p}, s_{q}\right)+2 \delta / 3
\end{aligned}
$$

Since the $\# J_{\lambda}^{n}\left(s_{p}, s_{q}\right)$ are all tight by the proof of Proposition 7.5 , we only need to deal with the first term the right-hand side above.

We claim that the fact that all discrete connected components $C_{j}^{n, \lambda}$, for $j \in J_{\lambda}^{n}\left(s_{p}, s_{q}\right)$ for some $1 \leq p<q \leq k$ contain at least $\delta^{\prime} n^{2 / 3}$ nodes, the convergence of the merge events implies that, for all $n$ large enough, we have $J_{\lambda}^{n}\left(s_{p}, s_{q}\right)=J_{\lambda}\left(s_{p}, s_{q}\right)$ for every $1 \leq p<q \leq k$. The reason is the following: (1) for all $n$ large enough, for every $i$, if $s_{i} \in \gamma_{j}^{\lambda}$, then $s_{i}^{n} \in C_{j}^{n, \lambda}$, because $\left\{s_{1}, \ldots, s_{k}\right\}$ and $Z^{\lambda}$ are almost surely disjoint. (2) The merges of large connected components do converge because $\operatorname{Merge}\left(\left(X^{n, \lambda}\right)_{\lambda \in \mathbb{R}}\right) \rightarrow \operatorname{Merge}(X)$. (3) The points random points constructed in the discrete and continuuous model for matching merges use the same uniforms by Lemma 7.11. It follows that, for $n$ large enough, these points themselves end up in matching pair of discrete and continuum components. (4) The number of such merges is finite (the $\# J_{\lambda}^{n}\left(s_{p}, s_{q}\right), J_{\lambda}\left(s_{p}, s_{q}\right)$ are tight). As a consequence, for all $n$ large enough, we are lead to bounding

$$
\mathbf{P}\left(\left.\left|\sum_{j \in J_{\lambda}\left(s_{p}, s_{q} ; \mathbf{s}\right)} n^{-1 / 3}\right| \gamma_{j}^{n, \lambda}\right|^{1 / 2} \bar{D}_{j}\left(n^{2 / 3}\left|\gamma_{j}^{n, \lambda}\right|\right)-\left|\gamma_{j}^{\lambda}\right|^{1 / 2} \bar{R}_{j} \mid>\delta / 3\right)
$$

but we our coupling precisely ensures that every single term of the sum converges almost surely to zero. This completes the proof.

### 7.6 Remaining proofs of convergence

Finally, we rely on the results of the previous section to complete the proofs of the remaining results, namely that of Theorem 1.3 about the MST of a connected graph with given surplus, and Theorem 1.4 about the dynamics for the limit random graph and Kruskal processes.

Before going further, let us discuss the types of convergence. Proposition 7.13 implies the convergence of the distribution of the matrix of pairwise distances between any finite number of points, and may thus be used to prove convergence in the Gromov-Prokhorov (GP) sense (Theorem 5 of [37]): indeed, for any $\lambda$, restriction of the $d$ to any interval $\gamma_{j}^{\lambda}, j \geq 1$, is the limit of the metric of the discrete minimum on $C_{j}^{n, \lambda}$. The reason why this suffices to also prove convergence in the sense of Gromov-HausdorffProkhorov (GHP) is that we actually already know that the sequences are tight for GHP ([2, 4]), and that the limit we construct has a mass measure which has full support because of Proposition 3.22 (see [18]). In the following, we thus only discuss GP convergence.

Proof of Theorem 1.4. i) Since the coupling is global, the proof of the joint convergence of the Kruskal forest $\left(\mathfrak{F}^{n, \lambda_{1}}, \ldots, \mathfrak{F}^{n, \lambda_{k}}\right)$ at times $\lambda_{1}<\lambda_{2}<\cdots<\lambda_{k}$ is an immediate consequence of Proposition 7.13, and the above discussion about the GHP versus GP convergence. The connected components at time $\lambda_{i}$ correspond to the intervals of $\mathbb{R}_{+} \backslash Z^{\lambda_{i}}$, equipped with the metric induced by $d$.
ii) For the same reason, the proof of the joint convergence $\left(\mathfrak{G}^{n, \lambda_{1}}, \ldots, \mathfrak{G}^{n, \lambda_{k}}\right)$ would be complete once we have an analog of Proposition 7.13 for the random graph at a fixed time. Proving this amounts to verifying that the joint convergence of the minimum spanning tree and of $\Xi_{n}$ is sufficient to guarantee the convergence of the end points of every single surplus edge.

Once we have convergence of the end points of the edges, the techniques in [2] imply the convergence of the graph. Proving that we indeed have convergence of the locations of the end points of edges is not immediate because the function $d(x, y)$ is not continuous in either $x$ or $y$. However, we can find a small $\underline{\lambda} \in \mathbb{R}$ such that the points appear between the correct connected components at time $\underline{\lambda}$ for all $n$ large enough (almost surely, since the points have a diffuse distribution). Since the diameter of these components at time $\underline{\lambda}$ may be made arbitrarily small by choice of $\underline{\lambda}$, we do have convergence of the locations of the end points. This completes the proof of the sequence of graphs, in the product topology for a fixed $\lambda$. The extension to a vector of $\left(\lambda_{1}, \ldots, \lambda_{k}\right)$ is immediate using the same arguments as above.

Proof of Theorem 1.3. Consider the probability space from above, and fix some interval $\gamma_{i}^{\lambda}$ of $\mathbb{R}_{+} \backslash Z^{\lambda}$. Recall the discrete and continuum surplus defined in (44) and (46), respectively. Furthermore, $\operatorname{surp}_{i}^{\lambda}$ is a Poisson random variable with parameter the area of the process $X^{\lambda}-\underline{X}^{\lambda}$ on $\gamma_{i}^{\lambda}$. It thus follows from the calculations in Section 2.1 of [1] that,

$$
\mathbf{E}\left[f\left(\left(X_{t_{0}+t}^{\lambda}-\underline{X}_{t_{0}+t}^{\lambda}\right)_{0 \leq t \leq \sigma}\right) \mid \gamma_{i}^{\lambda}=\left(t_{0}, t_{0}+\sigma\right), \operatorname{surp}_{j}^{\lambda}=s\right]=\frac{\mathbf{E}\left[f\left(\mathrm{e}_{\sigma}\right) \cdot\left(\int_{0}^{\sigma} \mathrm{e}_{\sigma}(u) d u\right)^{s}\right]}{\mathbf{E}\left[\left(\int_{0}^{\sigma} \mathrm{e}_{\sigma}(u) d u\right)^{s}\right]}
$$

where $\mathrm{e}_{\sigma}$ is a Brownian excursion of duration $\sigma$. By definition, the right-hand side above is nothing else than $\mathbf{E}\left[f\left(\mathrm{e}_{\sigma}^{(s)}\right)\right]$. Furthermore, on the event that $\operatorname{surp}_{i}^{\lambda}=s$, by Corollary 7.9, we have $\operatorname{surp}_{i}^{n, \lambda}=s$ for all $n$ large enough. Therefore, up to a trivial relabelling, $C_{i}^{n, \lambda}$ is a uniformly random connected component with surplus $s$ and size $\gamma_{i}^{n, \lambda}$. Since each of the values for $\operatorname{surp}_{i}^{\lambda}$ has positive probability, Theorem 1.3 follows from Proposition 7.13, and the discussion about the strengthening to Gromov-Hausdorff-Prokhorov convergence.

Finally, we prove our main result about the entire minimum spanning tree. In [4], it is proved that the scaling limit of the minimum spanning tree can be constructed as the limit as $\lambda \rightarrow \infty$ of the scaling limit
of the minimum spanning tree of the largest connected component of the random graph at $p_{n}(\lambda)$. Here, we use the limit as $\lambda \rightarrow \infty$ of the connected component containing the vertex with Prim order $\left\lfloor n^{2 / 3}\right\rfloor$. We now verify that this coincides with our definition, which uses a connected component $H_{\lambda}$ containing the point 1 and the measured metric space $\left(H_{\lambda}, d, \hat{\mu}_{\lambda}\right), \hat{\mu}_{\lambda}$ is the (image of the) probability measure which is proportional to Lebesgue measure on $H_{\lambda}$. At this point, this should be essentially straightforward.

Proof of Theorem 1.1. Let $\mathcal{E}_{\lambda}^{\star}$ be the event that the largest connected component of $\mathbb{R}_{+} \backslash Z^{\lambda}$ contains the point 1 . Observe that, for all $\lambda \geq 2$, with $R_{\lambda}=\sup H_{\lambda}$,

$$
\begin{aligned}
\mathbf{P}\left(\mathcal{E}_{\lambda}^{\star}\right) & \geq \mathbf{P}\left(R_{\lambda}>2 \lambda-1,\left|\gamma_{2}^{\lambda}\right| \leq 2\right) \\
& \geq 1-\mathbf{P}\left(R_{\lambda} \leq 2 \lambda-1\right)-\mathbf{P}\left(\left|\gamma_{2}^{\lambda}\right| \geq 2\right) .
\end{aligned}
$$

Lemma 5.2 implies that the first probability in the right-hand side above tends to zero as $\lambda \rightarrow \infty$. The same holds for the second one, see for instance, Proposition 5.3 of [6] which says that $\left|\gamma_{2}^{\lambda}\right|$ is $O\left(\lambda^{-2} \log \lambda\right)$ in probability. This also easily follows from Lemma $\left.5.8 i\right)$ : indeed, for any natural number $i \geq 1$, on the event that $R_{\lambda}>i^{3}$, we have (with the notation of Section 5.4)

$$
\left|\gamma_{2}^{\lambda}\right| \leq 1+\sup _{k \geq i} \sup \left\{m_{\lambda^{\prime}}: \lambda^{\prime} \in \Lambda_{k}\right\}
$$

which is at most $1+i^{-5}$ with probability at least $1-O\left(i^{-1 / 4}\right)$. This implies $\mathbf{P}\left(\left|\gamma_{2}^{\lambda}\right| \geq 2\right)=O\left(\lambda^{-1 / 12}\right)$, and in turn that $\mathbf{P}\left(\mathcal{E}_{\lambda}^{\star}\right) \rightarrow 1$ as $\lambda \rightarrow \infty$. By Proposition $7.13,\left(H_{\lambda}, d, \hat{\mu}_{\lambda}\right)$ is the Gromov-Prokhorov limit (in distribution) of the minimum spanning tree of the connected component containing the vertex with Prim order $n^{2 / 3}$. However we know by the results of [7] that the sequence of rescaled minimum spanning trees converge for the Gromov-Hausdorff-Prokhorov topology, so that the convergence actually holds for GHP. Together with the fact that $\mathbf{P}\left(\mathcal{E}_{\lambda}^{\star}\right) \rightarrow 1$ as $\lambda \rightarrow \infty$, this proves that $(\mathscr{M}, d, \mu)$ has the same distribution as ( $\left.\mathscr{M}^{\prime}, d^{\prime}, \mu^{\prime}\right)$ constructed in [7].
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## A Auxiliary technical results

Lemma A.1. Let $\omega \in \mathcal{C}\left(\mathbb{R}_{+}, \mathbb{R}\right)$. Then
i) the process $\left(Z^{\lambda}(\omega)\right)_{\lambda \in \mathbb{R}}$ non-increasing and right-continuous with left-limits;
ii) for every $\lambda \in \mathbb{R}, Z^{\lambda}(\omega)$ and $Z^{\lambda-}$ are both closed;
iii) the set $\left\{\lambda \in \mathbb{R}: Z^{\lambda-}(\omega) \backslash Z^{\lambda}(\omega) \neq \varnothing\right\}$ is countable.

Proof. i) The monotony is a consequence of Lemma 4.1, this implies the existence of the left and right limits $\cap_{h>0} Z^{\lambda-h}$ and $\cup_{h>0} Z^{\lambda+h}$, respectively. The right-continuity follows by continuity of the maps $\lambda \mapsto \omega^{\lambda}$ and $\underline{\omega}^{\lambda}$ : if $s \in Z^{\lambda-h}$ for all $h>0$, then $\omega(s)+(\lambda-h) s=\inf \{\omega(r)+(\lambda-h) r: 0 \leq r \leq s\}$ for all $h>0$, and thus this also holds for $h=0$. ii) The fact that $Z^{\lambda}$ is closed is an easy consequence of the continuity of $\omega$. The monotony shows that $Z^{\lambda-}$ is a decreasing limit of closed sets, and is thus closed. iii) Since $Z^{\lambda}$ and $Z^{\lambda-}$ are both closed for every $\lambda \in \mathbb{R}$, if $\lambda$ is such that $Z^{\lambda-} \backslash Z^{\lambda} \neq \varnothing$, then
there exists $\epsilon>0$ and $x=x_{\lambda} \in Z^{\lambda-}$ with $d\left(x, Z^{\lambda}\right)>\epsilon$. It follows that

$$
\left\{\lambda \in \mathbb{R}: Z^{\lambda-} \backslash Z^{\lambda} \neq \varnothing\right\}=\bigcup_{n \geq 1}\left\{\lambda \in \mathbb{R}: \mathrm{d}_{\mathrm{H}}\left(Z^{\lambda-}, Z^{\lambda}\right)>1 / n\right\}
$$

For each $n \geq 1$, there must exist for each $\lambda$ a ball of radius $1 / n$, and the collection of these balls must be disjoint. For each $n \geq 1$, any collection of open balls of radius $1 / n$ must be countable, and therefore any set in the right-hand side above is countable. The claim follows.

Lemma A. 2 (Continuity properties of the metric $d$ ). Let $d(\cdot, \cdot)$ be the pseudo-metric on $[0,1]$ defined from the pair $(\mathrm{e}, \mathbf{\mathrm { U }})$ used in the construction of $\mathrm{CMT}(\mathrm{e}, \mathbf{U})$. Almost surely,
i) the map $d(0, \cdot)$ is continuous almost everywhere, but
ii) for every $x \in \mathscr{L}(\mathrm{e}) \cap(0,1)$, the map $d(0, \cdot)$ is not left-continuous at $x$, and
iii) for every $x \in \mathscr{L}(\mathrm{e}) \cap(0,1)$, the map $d(0, \cdot)$ is neither left- nor right-continuous at $\boldsymbol{n}(x)$.

Proof. $i$ ) Let $x$ be uniformly random in $[0,1]$, then a.s. the vertices of the convex minorant of e on $[0, x]$, $\left(t_{i}(x)\right)_{i \geq 0}$ and the corresponding intercepts $\left(z_{i}(x)\right)_{i \geq 0}$ are such that $t_{i}(x)<x<z_{i}(x)$. Furthermore, there exists a sequence of local minima $z_{n}>x$ with $z_{n} \downarrow x$ such that the vertices of the convex minorant of e on $\left[0, z_{n}\right]$ are precisely $\mathcal{V}_{z_{n}}=\mathcal{V}_{x} \cup\left\{z_{n}\right\}$. Then, for any $i \geq 1, \sup \left\{d(x, t): t \in\left(t_{i}, z_{i}\right)\right\} \leq$ $D_{i} \cdot\left|t_{i}-z_{i}\right|^{1 / 2}$, where $\left(D_{i}\right)_{i \geq 1}$ are random variables distributed like the diameter of a continuum random tree of unit mass (which are not independent). It follows that

$$
\begin{aligned}
\mathbf{P}\left(\sup \left\{d(x, t): t \in\left(t_{i}, z_{i}\right)\right\}>\left|z_{i}-t_{i}\right|^{1 / 4}\right) & \leq \mathbf{P}\left(D_{i}>\left|z_{i}-t_{i}\right|^{-1 / 4}\right) \\
& \leq \exp \left(-\left|z_{i}-t_{i}\right|^{-1 / 4} / 2 v\right)
\end{aligned}
$$

for some constant $v>0$. It follows by the Borel-Cantelli Lemma that a.s. $\sup \left\{d(x, t): t \in\left(t_{i}, z_{i}\right)\right\} \leq$ $\left|z_{i}-t_{i}\right|^{1 / 4}$ for all but finitely many values of $i$, so that $|d(0, t)-d(0, x)| \leq d(x, t) \rightarrow 0$ as $t \rightarrow x$.
ii) Let $x \in \mathscr{L} \cap(0,1)$; then a.s. there are only finitely many vertices in $\mathcal{V}_{x}$, and $x=t_{i}(x)$ for some $i \geq 1$. Let $z_{n}$ be a sequence of local minima with $z_{n} \in\left(t_{i-1}, t_{i}\right)$ and $z_{n} \uparrow t_{i}$ as $n \rightarrow \infty$. Then, for all $n_{0}$ large enough, the vertices of the convex minorant of e on $\left[0, z_{n}\right]$ are exactly $\left\{t_{j}, j<i\right\} \cup\left\{z_{n}\right\}$. For each $n \geq n_{0}$, the point $\boldsymbol{j}\left(z_{n}\right)$ is uniform in $\left(t_{i-1}, z_{n}\right)$ and $\boldsymbol{j}(x)$ is uniform in $\left(t_{i-1}, t_{i}\right)$. With probability one, there exists a subsequence $\left(n_{j}\right)_{j \geq 1}$ such that $0<\boldsymbol{j}\left(z_{n_{j}}\right)-t_{i-1}<\frac{1}{2}\left(\boldsymbol{j}(x)-t_{i-1}\right)$. In particular, since $\llbracket 0, x \rrbracket$ a.s. has an accumulation point at $\boldsymbol{j}(x)$, we have $\sup d\left(0, z_{n_{j}}\right)=\sup d\left(0, \boldsymbol{j}\left(z_{n_{j}}\right)\right)<d(0, \boldsymbol{j}(x))=d(0, x)$. It follows that, for any $\epsilon>0, \inf \{d(0, s): s \in(x-\epsilon, x)\}<d(0, x)$.
iii) For $x \in \mathscr{L} \cap(0,1)$, the point $\boldsymbol{\eta}(x)$ is some intercept, and the proof that $d(0, \cdot)$ is not leftcontinuous at $\boldsymbol{\eta}(x)$ is the same as in $i i)$. For the lack of right-continuity at $\boldsymbol{\eta}(x)$, this is also similar, but relies on the fact that one may find a sequence of local minima $z_{n}$ in $(\boldsymbol{r}(x), 1)$ with $z_{n} \downarrow \boldsymbol{v}(x)$ such that $\mathcal{V}_{z_{n}}=\mathcal{V}_{x} \cup\left\{z_{n}\right\}$. The same argument as above can then be used by considering the random points $\boldsymbol{j}\left(z_{n}\right)$, which are independent, and uniform in $\left[x, z_{n}\right]$.

Lemma A. 3 (Surplus and area under the curve). Let e be a Brownian excursion. Consider the subset $D$ of $[0,1]^{2} \times \mathbb{R}$ of points $(x, y, \lambda)$ such that $[x, y] \cap Z^{\lambda}(\mathrm{e})=\varnothing$. Then, the 3-dimensional volume of $D$ is equal to $\int_{0}^{1} \mathrm{e}(x) d x$.

Proof. Recall the recursive decomposition of Section 4.4. Then, the set $D$ can be decomposed into countably many portions (with disjoint interior) $D_{u}, u \in \mathcal{U}$, as follows:

$$
D_{u}:=\left\{(x, y, \lambda): a_{u} \leq x<y<R_{-\lambda}\left(a_{u}\right), \lambda \leq-\tau_{u}\right\}
$$

There is a corresponding decomposition of the set $\{(s, t): s \in[0,1], 0 \leq t \leq \mathrm{e}(s)\}$ also into portions with disjoint interior, $E_{u}=\left\{\left(s, \mathrm{e}\left(a_{u}\right)-\lambda\left(s-a_{u}\right)\right): a_{u} \leq s \leq R_{-\lambda}\left(a_{u}\right),-\lambda \geq \tau_{u}\right\}$, for $u \in \mathcal{U}$. We show that, for each $u \in \mathcal{U}$,

$$
\int_{E_{u}} d s d t=\int_{D_{u}} d x d y d \lambda
$$

We treat the case $u=\varnothing$, the others are just the same, up to the more complicated notation. First observe that the left-hand side above with $u=\varnothing$ is precisely the area under the function $f$ given by, for $i \geq 1$,

$$
f(s)=\mathrm{e}\left(a_{i}\right)+\tau_{i}\left(s-a_{i}\right) \quad a_{i}=R_{\tau_{i}} \leq s<R_{\tau_{i}-}
$$

Now, since each point $z=(s, f(s))$ can be represented in polar coordinates as $z=\rho(\theta) e^{i \theta}$, or alternatively by the pair $\left(-\lambda, R_{-\lambda}(0)\right)$, where $-\lambda=f(s) / s$ is the slope of the line from 0 to $z$, we have

$$
\int_{E_{\varnothing}} d s d t=\int_{0}^{1} f(s) d s=\frac{1}{2} \int_{0}^{\pi / 2} \rho(\theta)^{2} d \theta=\int_{D_{\varnothing}} d x d y d \lambda
$$

The claim follows by summing the contributions for $u \in \mathcal{U}$.
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