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Summary

This document presents the research activity that I carried out as a postdoc
of Martin Hairer at Warwick University from September 2013 to August
2015, and since September 2015 as a maître de conférences (assistant pro-
fessor) at Université Paris-Dauphine. The results obtained during my PhD,
defended in October 2013, are not presented here.
I have chosen to split the material into three chapters:

• Chapter I - Particle systems.
This chapter mainly focuses on a particle system called the simple
exclusion process on the segment. I will first present a classifica-
tion [Lab18] of the various scaling limits that the process displays
according to the strength of the asymmetry imposed on its jump rates,
and a convergence [Lab17] to the KPZ equation that presents specifici-
ties compared to previous results in the literature. Then I will expose
a rather complete analysis of the asymptotic of the mixing times of the
process, with a particular emphasis on the dependency of these mixing
times on the strength of the asymmetry: these results [LL19a, LL19b]
were obtained in collaboration with Hubert Lacoin (IMPA).
The chapter also contains a few results on particle systems that share
similarities with the simple exclusion process: a scaling limit [EL15] for
reflected interfaces obtained in collaboration with Alison M. Etheridge
(Univ. of Oxford), and a study [CLL19] of the mixing times of the ad-
jacent walk on the continuous simplex carried out in collaboration with
Pietro Caputo (Univ. Roma Tre) and Hubert Lacoin (IMPA).

• Chapter II - Singular SPDEs and regularity structures.
This chapter is concerned with stochastic PDEs that are too singular
for classical theories to apply, and which necessitate the use of elabo-
rate renormalisation theories. Almost all my research activity on this
topic relies on the theory of regularity structures. I will present a se-
ries of works in collaboration with Martin Hairer (Imperial College) on
the construction of multiplicative stochastic heat equations on the full
space [HL15, HL18], and on a generalisation [HL17] of the functional
spaces of the theory of regularity structures. Finally, I will present a re-
sult [GL19] in collaboration with Paul Gassiat (Univ. Paris-Dauphine)
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on the existence of densities for the Φ4
3 equation on a torus, another

example of SPDE that necessitates renormalisation.

• Chapter III - The continuous Anderson model.
This chapter is devoted to the study of a random Schrödinger operator
sometimes called the continuous Anderson Hamiltonian. First, I will
present a result [Lab19] on the construction of this operator using
the theory of regularity structures. Then, I will detail a thorough
study [DL19b, DL19a] of the spectrum of this operator in dimension 1,
in collaboration with Laure Dumaz (Univ. Paris-Dauphine). Finally, I
will present another result [DL19c] in collaboration with Laure Dumaz
on the bottom of the spectrum of the Stochastic Airy Operator at
large temperature: an operator that arises in random matrices, and
that shares similarities with the Anderson Hamiltonian.

Although some connections are mentioned between the chapters, each of
them can be read independently of the others.

The results presented in this document are taken from research articles
that are listed below. The articles that were written during my PhD are not
presented here and do not appear on that list.
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Chapter I

Particle systems

Most of this chapter is concerned with the so-called Simple Exclusion Pro-
cess (SEP) on a segment. We present results on the scaling limits of this
process in Sections I.1 and I.2, and on the asymptotic behaviour of its mix-
ing times in Section I.3.
In Section I.4, we consider a variant of the SEP in which the associated
height function (see below for a definition) is reflected on a hard wall and
we present a result on the scaling limit of this process. Finally, Section
I.5 is devoted to the adjacent walk on the continuous simplex (which is a
continuous-space analogue of the SEP) and presents a result on the asymp-
totic behaviour of its mixing times.

We now recall the definition of the SEP1 on a segment. Consider k par-
ticles on the lattice J1, NK := {1, . . . , N}, satisfying the so-called exclusion
rule that prevents any two particles from sharing a same site, and evolving
according to the following continuous-time dynamics: at rate p (resp. q) any
particle jumps to its right (resp. to its left) unless the target site is already
occupied. We also impose a zero-flux boundary condition to the particle sys-
tem: a particle at site N (resp. at site 1) cannot jump to its right (resp. to
its left). We refer to Figure I.1 for an illustration.
This system can also be seen as a collection of k (possibly biased) simple
random walks in continuous-time. These random walks are essentially in-
dependent: the only interaction comes from the fact that they are reflected
on each other.

This evolving particle system will be encoded by the processes ηt(i)
where, for any i ∈ J1, NK, ηt(i) = 1 if the i-th site is occupied by a particle
at time t, and ηt(i) = 0 otherwise. Although p and q do not need to sum
up to 1 (recall that they are continuous-time jump rates), it is convenient

1I will never use the abbreviations SSEP, ASEP, WASEP in this document, and SEP
will denote the generic situation where no assumption is made a priori on the jump rates.
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Chapter I. Particle systems

• •
q p

• • •

0 N
q

p

Figure I.1: A particle configuration and its corresponding height function.
In light grey, the maximal and minimal height functions.

to impose
p+ q = 1 , p ≥ 1/2 .

This implies that if the jump rates are biased, then the bias is to the right.

A convenient, equivalent representation of a particle configuration η is
given by its associated so-called height function h. This is a lattice path
that starts at 0:

h(0) = 0 ,
and makes ±1 steps according to the presence/absence of a particle at the
corresponding site:

h(x) − h(x− 1) = 2η(x) − 1 , x ∈ J1, NK .

Note that the value at the endpoint is deterministic: h(N) = 2k −N . Note
also that the set of all admissible height functions is endowed with a partial
order for which the maximal2 element ∧ : x 7→ min(x, 2k − x) corresponds
to the configuration with all particles to the left, and the minimal element
∨ : x 7→ max(−x, x − 2N + 2k) corresponds to the configuration with all
particles to the right, see again Figure I.1.

The dynamics of the particles can easily be rephrased in terms of height
functions: every upwards (resp. downwards) corner flips into its opposite

2The symbol ∧ refers to the graph of the maximal height function which resembles
a wedge: it is unfortunate that this symbol coincides with the usual notation for the
minimum...
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C. Labbé

at rate p (resp. at rate q), see Figure I.1. In the case p > 1/2 where the
jump rates are biased, this height function has therefore a tendency to go
downwards. The height function at time t will be denoted ht.

Since we are dealing with an irreducible Markov process on a finite state-
space, it admits a unique invariant measure. Even when the jump rates
are biased, the process is reversible w.r.t. its invariant measure: this is a
consequence of our zero-flux boundary condition on the particle system! The
detailed balance condition then immediately yields the following expression
for the invariant measure:

µN (h) = 1
ZN

( p

1 − p

)− 1
2 A(h)

where A(h) =
∫ N

0
(h− ∨)(x)dx .

Here ZN is a normalisation constant, and A(h) is the area between the height
function h and the minimal height function ∨.
In the symmetric regime p = q = 1/2, this is nothing but the uniform
measure on the set of admissible configurations, while in the asymmetric
regime p > q this measure favours height functions which are close to the
minimal height function ∨.

I.1 A classification of the scaling limits of the SEP
Several questions can be asked on the SEP, among which: what does its
invariant measure look like at large scale ? what is its hydrodynamic
behaviour ? what are the fluctuations ? The literature contains already
many answers to these questions in different settings (whole line, segment,
torus, segment with reservoirs) and different regimes of asymmetry (sym-
metric/weakly asymmetric/asymmetric), see for instance [44].
The results presented in Sections I.1 and I.2 were driven by the desire to
obtain a “complete” understanding of the SEP in a single setting, the seg-
ment, according to the strength of the asymmetry imposed to the jump
rates. While some results were close to existing results in the literature, it
turns out that some regimes of asymmetry display phenomena that were not
observed before.

In Sections I.1 and I.2, we will always assume that3

p = 1
2 + 1

Nβ
,

for some β ∈ (0,∞]. In other words, we will assume that the asymmetry is
either weak β ∈ (0,∞), or null β = +∞. The asymmetric regime, in which

3I opted for this parametrisation in [Lab18, Lab17] but the results still hold without
imposing a polynomial (in N) decay of the bias p−q. In Section I.3 no a priori assumption
will be made on the bias p − q when it goes to 0.

13



Chapter I. Particle systems

p is larger than 1/2 and independent of N , will be considered later on.
To reduce the number of parameters, we also chose to work in a “centered”
situation where the number of particles satisfies k = N/2 (implicitly, N will
be even in the sequel). Graphically, the height functions are then bridges
from (0, 0) to (N, 0) and the two extremal height functions ∧ and ∨ are the
opposite of one another. However, all the results can be extended mutatis
mutandis to the case of a non-trivial density of particles, that is, k/N → α
for some α ∈ (0, 1).

I.1.1 Scaling limit of the invariant measure

The main result obtained in [Lab18] on the scaling limit of the invariant
measure is a Central Limit Theorem for the height function h under µN . Its
statement can be informally presented as follows (see also Figure I.2):

• For β > 1, the mean of h(xN) scales like −N2−βx(1 − x), while the
fluctuations around the mean are of order

√
N and converge to a Brow-

nian bridge on [0, 1]. For β > 3/2, the mean is negligible compared to
the fluctuations.

• For β = 1, the mean of h(xN) scales like −N
∫ x

0 tanh(1 − 2y)dy and
the fluctuations are given by a distorted Brownian bridge on [0, 1].

• For β < 1, the mean of h(x) differs from the minimal height function
∨(x) essentially only in a window of size O(Nβ) around site N/2: in
this window, the difference is of order Nβ while the fluctuations scale
like Nβ/2 and converge to a Gaussian process on R which is a distorted
Brownian bridge on [0, 1].

To provide the formal statement, we introduce

uN (x) :=


h(xN)−ΣN

β (x)
√

N
, x ∈ [0, 1] , β ≥ 1 ,

h(N/2+xNβ)−ΣN
β (x)

Nβ/2 , x ∈ R , β ∈ (0, 1) ,

where ΣN
β asymptotically coincides with the mean of h under µN , and is

defined as follows. For β ≥ 1 we set

ΣN
β

( `

N

)
= −

∑̀
i=1

tanh
(N − 2i+ 1

Nβ

)
, ` ∈ J0, NK ,

and for β ∈ (0, 1)

ΣN
β

(`−N/2
Nβ

)
= −

∑̀
i=1

tanh
(N − 2i+ 1

Nβ

)
, ` ∈ J0, NK .
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0 N
O(

√
N)

0 N

O(N2−β)

O(
√

N)

0 NN/2

O(Nβ)

N − O(Nβ)

O(N
β
2 )

Figure I.2: Upper left β > 3/2, upper right β ∈ [1, 3/2], bottom β ∈ (0, 1).
The red curve is ΣN

β : in the first case, it is negligible compared to the
fluctuations so we have not drawn it.

Theorem I.1 ([Lab18]). Under the invariant measure µN , we have

uN
(d)=⇒ Bβ , N → ∞ .

When β > 1, the process Bβ is a Brownian bridge on [0, 1]. When β = 1,
(
√

cotanh(1)Bβ(r1(x)), x ∈ [0, 1]) is a Brownian bridge where r1 : [0, 1] →
[0, 1] is defined by

r1(x) = 1
2

(
1 + artanh((2x− 1) tanh(1))

)
.

When β < 1, (Bβ(rβ(x)), x ∈ [0, 1]) is a Brownian bridge where rβ : [0, 1] →
[−∞,∞] is defined by

rβ(x) = 1
2 artanh(2x− 1) .

To prove this result, we followed a strategy developed in a work [24] of
Dobrushin and Hryniv where the fluctuations of a random walk conditioned
to have a large area are derived. Let πN be the measure induced by a simple
random walk on J1, NK (under πN , the walk does not necessarily come back
to 0 after N steps). One notes that µN is obtained by tilting the measure
πN by (p/q)−A(h)/2 and by conditioning this measure on the event h(N) = 0.
This conditioning breaks the independence of the increments of the walk,
making the measure µN not very convenient to deal with.
To circumvent this, one considers the auxiliary measure νN obtained by
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Chapter I. Particle systems

tilting the measure πN by (p/q)−A(h)/2+λh(N) for some parameter λ chosen
in such a way that, under νN , the expectation of h(N) vanishes. In other
words, we have replaced the “almost sure” conditioning by an “average”
conditioning: the advantage being that the increments of the walk are still
independent under νN . Then, one obtains a Local Limit Theorem under νN

using arguments à la Gnedenko-Kolmogorov and one can then condition νN

on the event h(N) = 0 whose probability can be evaluated thanks to the
LLT.

Note that for β = 0 (asymmetric regime), the fluctuations of h under
µN are of order 1 uniformly over N so that there is no analogue of Theorem
I.1 in that regime.

Further results on the invariant measure will be collected in Section I.3.

I.1.2 Fluctuations at equilibrium

A natural subsequent question is to investigate the dynamics starting from
µN . We look at the fluctuations of the height function at the same scale
as in the CLT presented above. The scaling in time is taken diffusive. In
the limit, we obtain a stochastic heat equation driven by a space-time white
noise ξ. Here is the precise statement.

For β ≥ 1, we set

uN (t, x) :=
h(tN2, xN) − ΣN

β (x)
√
N

, x ∈ [0, 1] , t ≥ 0 ,

while for β ∈ (0, 1), we set

uN (t, x) :=
h(tN2β, N/2 + xNβ) − ΣN

β (x)

N
β
2

, x ∈ R , t ≥ 0 .

Theorem I.2 ([Lab18]). Assume that the process starts from the invariant
measure µN . Then, as N → ∞, the process uN converges in distribution to
the process u where

1. For β ∈ (1,∞), u solves{
∂tu = 1

2∂
2
xu+ ξ , x ∈ (0, 1) ,

u(t, 0) = u(t, 1) = 0 ,

started from an independent realisation of Bβ,

2. For β = 1, u solves{
∂tu = 1

2∂
2
xu+ 2∂xΣ1 ∂xu+

√
1 − (∂xΣ1)2 ξ , x ∈ (0, 1) ,

u(t, 0) = u(t, 1) = 0 ,

16



C. Labbé

started from an independent realisation of B1, and where

Σ1(x) = lim
N→∞

ΣN
1 (x)/N = −

∫ x

0
tanh(1 − 2y)dy .

3. For β ∈ (0, 1), u solves

∂tu = 1
2∂

2
xu+ 2∂xΣβ ∂xu+

√
1 − (∂xΣβ)2 ξ , x ∈ R ,

started from an independent realisation of Bβ, and where

Σβ(x) = lim
N→∞

(ΣN
β (x) +N/2)/Nβ = −x−

∫ ∞

−x

(
tanh(2y) − 1

)
dy .

In all cases, convergence holds in the Skorohod space D([0,∞), C(I)) with
I = [0, 1] or R.

Such a result is rather standard in the field of scaling limits of parti-
cle systems. At a technical level, the main ingredient is a Boltzmann-Gibbs
principle, that allows to replace space-time averages of some non-linear func-
tionals of the density field by linear functionals of the density field.

I.1.3 Hydrodynamic limit

We turn to the macroscopic behaviour of the evolving height function when
it starts far from equilibrium. By macroscopic, we mean that we rescale
the space interval [0, N ] onto [0, 1] and we rescale the height function by a
prefactor 1/N . On the other hand, the relevant time-scale depends on the
strength of the asymmetry. We set:

mN (t, x) :=
h

(
tN (1+β)∧2, xN

)
N

, t ≥ 0 , x ∈ [0, 1] .

Note that the scaling in time is N2 for β ≥ 1 and N1+β for β < 1.

Theorem I.3. [[Lab17, Lab18]] Assume4 that the sequence of initial profiles
mN (0, ·) converges to some deterministic function m0. The process mN

converges in probability in the Skorohod space D([0,∞), C([0, 1])) to the
deterministic process m where:

1. If β ∈ (1,∞], m is the unique solution of the heat equation with
Dirichlet b.c.{

∂tm = 1
2∂

2
xm ,

m(t, 0) = m(t, 1) = 0 , m(0, ·) = m0(·) .
(I.1)

4This is a harmless assumption since the process mN takes values in the space of
1-Lipschitz functions on [0, 1], which is compact for the topology of uniform convergence.
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Chapter I. Particle systems

2. If β = 1, m is the solution of the following heat equation with non-
linear drift with Dirichlet b.c.{

∂tm = 1
2∂

2
xm+ (∂xm)2 − 1 ,

m(t, 0) = m(t, 1) = 0 , m(0, ·) = m0(·) .
(I.2)

3. If β < 1, m is the solution of the following Hamilton-Jacobi equation
with Dirichlet b.c.{

∂tm = (∂xm)2 − 1 ,
m(t, 0) = m(t, 1) = 0 , m(0, ·) = m0(·) .

(I.3)

We observe a competition between two terms: the Laplacian and a non-
linearity. As the strength of the asymmetry increases, the non-linearity
becomes predominant: this produces a crossover from parabolic PDEs (β ≥
1) to a hyperbolic PDE (β < 1). These equations have drastically different
behaviours:

• the parabolic PDEs (I.1) and (I.2) take infinite time to reach their
equilibrium profiles given respectively by the null function and by Σ1,

• the hyperbolic PDE (I.3) reaches its equilibrium profile, given by the
map ∨ : x 7→ max(−x, x− 1), in finite time.

This observation will be of importance for the study of the mixing times of
the SEP, see Section I.3.

The above two parabolic PDEs are well-posed. On the other hand,
Hamilton-Jacobi equations do not admit strong (C1) solutions and gener-
alised solutions (meaning: not C1) are in general not unique. One therefore
needs to add further conditions to recover uniqueness: here the notion of
solution is that of viscosity solution.

Our proof of the convergence for the two parabolic PDEs is relatively
standard, and similar results were obtained in the literature [45]. On the
other hand, the proof of convergence towards the Hamilton-Jacobi equation
is more involved. Actually in this case, our proof is not performed directly
at the level of the height function, but at the level of the density of particles.
Indeed, we prove that the following measure-valued process

ρN (t, dx) = 1
N

N∑
i=1

ηtN1+β (i) δ i
N

(dx) , x ∈ (0, 1) . (I.4)

(which is nothing but an affine transformation5 of the derivative of mN )
converges to the entropy solution of the following inviscid Burgers equation

5The reason for this affine transformation is simple: the occupation variables for the
particles take values in {0, 1}. Had they taken values in {−1, 1}, we would not have had
to apply any transformation.
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with zero-flux b.c.:
∂tρ = −2∂x

(
ρ(1 − ρ)

)
,

ρ(t, 0)(1 − ρ(t, 0)) = ρ(t, 1)(1 − ρ(t, 1)) = 0 ,
ρ(0, ·) = ρ0(·) .

(I.5)

Integrating the solution to this conservation law (and performing an affine
transformation), one recovers the viscosity solution of (I.3).

Rezakhanlou [67] established a convergence result towards conservation
laws that applies to a large class of asymmetric particle systems on the
lattice Zd (without boundary conditions). Our case falls into the scope
of this result except that our asymmetry is weak (which is a minor issue)
and that we have to deal with boundary conditions (this is more subtle).
Bahadoran [7] extended the result of Rezakhanlou to the case where the
particle system lives in a bounded domain in contact with reservoirs: the
boundary conditions for the conservation laws are then of Dirichlet type.
In (I.5), the boundary conditions do not carry over the value of the solution
(Dirichlet) but on the flux (zero-flux) of the solution at the boundaries so
that our case is still slightly different from [7]. Generally speaking, dealing
with b.c. requires some care in the context of conservation laws: let us recall
briefly a few facts on this topic.

Bardos, Le Roux and Nedelec [8] presented a solution theory for conser-
vation laws endowed with Dirichlet b.c. They showed that the b.c. cannot in
general be interpreted in the usual sense: the solution does not necessarily
satisfy them at all times, but satisfies instead some inequalities involving the
given b.c. These inequalities are usually referred to as the BLN conditions.

Remark I.4. The fact that Dirichlet b.c. are not necessarily satisfied is rather
intuitive: one can impose a Dirichlet boundary condition where the flux is
entering, but not where the flux is exiting. For concreteness, consider the
linear conservation law

∂tρ = a∂xρ , x ∈ [0, 1] , t ≥ 0 ,

for some fixed a > 0. The characteristics are given by x(t) = −at + x(0).
None of the characteristics hit the right boundary so that one can impose a
boundary condition at x = 1. On the other hand, the characteristics hit the
left boundary so that no boundary condition can be imposed at x = 0.

The case of zero-flux boundary condition is much neater and is due to
Bürger, Frid and Karlsen [12]. They showed that the solution actually sat-
isfies at almost all times t the zero-flux boundary condition imposed to the
conservation law. In particular, the solution of (I.5) satisfies the zero-flux
b.c.
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It is interesting to note that the solution of (I.5) actually coincides with
the solution of the same PDE with the following Dirichlet boundary condi-
tions:

ρ(t, 0) = 0 , ρ(t, 1) = 1 .

Of course, these b.c. must be interpreted in the BLN sense. The very simple
proof of this connection between the two PDEs is presented in [Lab17].
Actually, this connection can easily be explained at the level of the particle
system. In the regime of asymmetry β < 1, the SEP on the segment can
roughly be obtained by considering a SEP on the whole lattice Z starting
with the following initial condition: to the right of site N , we place only
particles ; to the left of site 0 we place no particle ; on J1, NK we consider
the same initial condition as for the SEP on the segment. Since the asym-
metry goes to the right, the configuration outside J1, NK is essentially left
unchanged by the dynamics. This configuration on Z emulates the above
boundary conditions in the scaling limit: indeed there’s a density equal to
1 of particles to the right of N and a density 0 to the left of 0. However,
according to the chosen initial condition on J1, NK, the system inside J1, NK
may produce densities at the boundaries that are different from those coming
from the system outside and this explains the BLN conditions.

Let us mention that we used the connection between the solutions with
zero-flux b.c. and with Dirichlet b.c. in order to prove the convergence of
(I.4) towards (I.5). Indeed, while the solution theory with zero-flux b.c. is
simple, we did not find in the literature a characterisation of the solution
that does not involve the trace of the solution at the boundaries (although
we believe that such a formulation could be established): having to deal with
the trace of the density of particles at the boundary is not very convenient
technically. On the other hand, such a formulation exists in the case of
Dirichlet b.c. and this was exploited by Bahadoran [7]. Therefore, we proved
the convergence of the density of particles towards the solution with Dirichlet
b.c. in order to avoid dealing with the trace of the solution at the boundaries.

Remark I.5. The third convergence result of Theorem I.3 also holds when
the asymmetry p− q is independent of N . In that case, instead of speeding
up time by a factor N1+β we speed it up by 2N/(p − q). The result is
then exactly the same. At a technical level, the proof of [Lab17] relies on a
one block estimate which is not available anymore when the asymmetry is
independent of N : the adaptation of the proof of this scaling limit to that
setting is given in [LL19a].

I.2 Convergence to KPZ

We take β < 1 in this section. The solution of (I.3) is explicitly given by the
Lax formula, adapted to the case with b.c., see for instance [52, Th 11.1].
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0 N
N/2Nt N − Nt

N2β

Nβ

Figure I.3: A plot of (I.6): the bold black line is the initial condition, the
dashed line is the solution at some time 0 < t < T = 1/2, and the dotted
line is the solution at the terminal time T . The blue box corresponds to the
window where we see KPZ fluctuations.

The equilibrium profile is given by the map6 ∨ : x 7→ max(−x, x − 1). As
explained previously, for any given initial condition the solution reaches this
equilibrium profile in finite time. In the sequel, we restrict ourselves to the
case of a flat initial profile: namely, m0(x) = 0. The solution of (I.3) is then
given by (see also Figure I.3)

m(t, x) = max(−t,∨(x)) = max(−t,−x, x− 1) . (I.6)

The profile decreases at speed 1 uniformly in space, but is constrained to
remain above the minimal (equilibrium) profile ∨. The hitting time of the
equilibrium profile is T = 1/2.

This is a typical setting where one would expect the KPZ equation to
arise in the fluctuations around the hydrodynamic limit. Let us recall the
famous result of Bertini and Giacomin [11] on that topic. They considered a
SEP on the infinite lattice Z with a bias ε1/2 to the right and starting from
a flat initial profile. In this setting, the height function typically decays at
constant speed, uniformly in space:

ε1/2h(tε−1, xε−1/2) → − t

2 , ε ↓ 0 .

They showed that the fluctuation field

ε1/2
(
h(tε−2, xε−1) + t

2ε
−3/2

)
,

converges in law as ε ↓ 0 to the solution of the KPZ equation on the real
line

∂tu = 1
2∂

2
xu+ 1

2(∂xu)2 + ξ , u(t = 0, ·) = 0 ,

6Implicitly, we use the same symbol to denote the minimal height function and its
macroscopic scaling limit.
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where ξ is a space-time white noise.

This equation falls into a class of stochastic PDEs for which a (direct)
notion of solution was missing until recently, we will come back to that point
in Chapter II. However, if one applies formally the Hopf-Cole transform
u 7→ z = eu then one gets a multiplicative stochastic heat equation on the
real line

∂tz = 1
2∂

2
xz + zξ , z(t = 0, ·) = 1 ,

which admits a solution using Itô’s integration.
The Hopf-Cole transform is rigorous if the noise is finite dimensional (pro-
jections of the white noise on finitely many Fourier modes for instance): it
then boils down to applying Itô’s formula. However, Itô’s formula produces
a second order term which involves the trace of the covariance of this finite
dimensional noise: passing to the limit on the dimension of the noise, one
gets an infinite term in the equation.
Nevertheless, if one starts from the solution z of the multiplicative SHE,
then one can define u = log z (this is well-defined thanks to a result of
Müller [61] that ensures that z is strictly positive at all times if the initial
condition is non-negative and non-zero) and call u the solution to KPZ.
This is the notion of solution used by Bertini and Giacomin: they showed
that the Hopf-Cole transform of the fluctuation fields of the height function
converges in law to z.

Given this convergence result, we are led to applying the same scaling
as Bertini and Giacomin in our context:

uN (t, x) := 2
Nβ

(
h(tN4β, N/2 + xN2β) + tN3β)

.

We have centered our field at the middle of the lattice for the sake of sym-
metry (see also Remark I.9).

Remark I.6. We have not sped up time by (Nβ/2)4 but by N4β, nor rescaled
space by (Nβ/2)2 but by N2β, as this is more convenient for the discussion
below. The only modification that it produces is that the noise in the KPZ
equation will have a larger variance:

∂tu = 1
2∂

2
xu+ 1

2(∂xu)2 + 2ξ , u(t = 0, ·) = 0 . (I.7)

First, we note that the lattice size is N so that one cannot rescale space
by more than N : this forces β to be in (0, 1/2]. At this point, one would
expect that for β = 1/2 the fluctuation field should converge to a KPZ
equation on [−1/2, 1/2]. However there is a further constraint on the time
scaling that needs to be taken into account.
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As we observed above, the hydrodynamic limit evolves on the time scale
N1+β and reaches its equilibrium profile in finite time. Once the equilibrium
profile is reached, we are no longer in a situation of interface growth, but
rather in a regime of (reversible) equilibrium fluctuations. Consequently, the
(irreversible) KPZ equation cannot arise after the hitting time of the macro-
scopic profile: this forces us to choose a time scaling for the fluctuations that
does not evolve faster than N1+β. Given that the Bertini-Giacomin scaling
in time is N4β, we need to take β ≤ 1/3.

Take β ∈ (0, 1/3). The fluctuation field then evolves on a much slower
scale than the hydrodynamic limit and we then obtain the KPZ equation
on the real line (note that N2β � N) and on the time interval [0,∞).

Theorem I.7 ([Lab17]). For β ∈ (0, 1/3), the sequence uN converges in law in
the Skorohod space7 D([0,∞), C(R)) to the solution u of the KPZ equation
(I.7).

Take β = 1/3. Then the fluctuation field and the hydrodynamic limit
evolve on the same time scale. From the discussion above, one could expect
that the scaling limit of the fluctuation field is given by some KPZ-type
equation on the real line that continuously vanishes as t gets close to the
hitting time T = 1/2 of the equilibrium profile of the hydrodynamic limit.
The following result shows that this is not the case.

Theorem I.8 ([Lab17]). For β = 1/3, the sequence uN converges in law in
the Skorohod space7 D([0, T ), C(R)) to the solution u of the KPZ equation
(I.7).

In other words, the scaling limit is given by the KPZ equation on the
real line stopped at time T . This means that these fluctuations suddenly
vanish at time T ; let us give a simple explanation for this phenomenon.
At any time t ∈ [0, T ), the particle system is split into three zones: a high
density zone J1, NtK, a low density zone JN − Nt,NK and, in between, the
bulk where the density of particles is approximately 1/2, we refer to Figure
I.3. The KPZ equation arises in a window of order N2β around the middle
point of the bulk: from the point of view of this window, the boundaries
of the bulk are “at infinity” but move “at infinite speed”. Therefore, inside
this window the system does not feel the effect of the boundary conditions
until the very final time T where the boundaries of the bulk merge.

Remark I.9. One could also center the fluctuation field at some point rN
with r ∈ (0, 1). The analysis presented above carries through: the only
difference lies in the value of the terminal time T which is r ∧ (1 − r).

7The Skorohod space is endowed with the topology of uniform convergence on compact
space-time sets.
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Let us finally mention that convergence of discrete models to the KPZ
equation has been established in other situations such as the SEP starting
from the narrow wedge [5] or in a rarefaction fan [18], the SEP in contact
with reservoirs [19, 33] or some variant of the SEP [20].

Future directions. In the regime β = 1/3, it would be interesting to inves-
tigate the fluctuations, in the Bertini-Giacomin scaling, in a moving frame
centered at the position of the shock (roughly x = Nt). This would probably
yield an equation which is spatially inhomogeneous, and whose behaviour
towards x → +∞ is similar to KPZ, and towards x → −∞ is deterministic.
Technically, this requires to deal with a moving frame and this is delicate in
many respects.

I.3 Asymptotic of the mixing times of the SEP

In the present section, we will be interested in the following question: how
much time does the SEP need to reach equilibrium when it starts from the
“worst” initial condition ? The notion of distance to equilibrium that we
will consider here is the total variation distance, whose definition is recalled
below.
One may think that the hydrodynamic limit presented in Subsection I.1.3
already provides the answer to the above question. It turns out that our
notion of distance to equilibrium requires microscopic information about the
system, while the hydrodynamic limit only provides a macroscopic picture.
We will see that, in some situations, the reasonable guess about the mixing
times that the hydrodynamic provides is actually wrong.

For the moment, we only make the following assumptions

k ∈ J1, N/2K , p ∈ [1/2, 1] , p+ q = 1 .

Note that the assumption k ≤ N/2 is not restrictive at all: by reversing the
drift and exchanging the roles of particles and empty sites, one can recover
the case k ≥ N/2 from the case k ≤ N/2.

Recall that the total variation distance between two probability measures
ν and π on some measurable space (Ω,A) is given by

‖ν − π‖T V := max
A∈A

ν(A) − π(A) ∈ [0, 1] .

This distance can also be expressed as an infimum over all couplings P of
two r.v. X and Y with laws ν and π respectively:

‖ν − π‖T V = inf
P
P(X 6= Y ) .
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Let us finally mention that in the case where Ω is countable and A is the
collection of all subsets of Ω, we have

‖ν − π‖T V := 1
2

∑
x∈Ω

|ν(x) − π(x)| .

We denote by P h
t (·) the law of the SEP at time t starting from the initial

height function h, and we let dN,k(t) be the distance of the chain at time t
to the invariant measure µN , starting from the “worst” initial condition:

dN,k(t) := max
h

‖P h
t − µN ‖T V .

For any given threshold ε ∈ (0, 1), we define the ε-Mixing Time

TN,k(ε) := inf{t ≥ 0 : dN,k(t) < ε} .

The distance to equilibrium is a non-increasing function of time. Typi-
cally, it decays exponentially fast to 0 with a rate given by the spectral gap
of the generator of the Markov process at stake. However, when consider-
ing sequences of Markov processes (indexed by N say), there are situations
where the graph of the distance to equilibrium has a completely different
behaviour asymptotically in N : it remains close to 1 until some time tN
(which may go to infinity with N) and then falls abruptly to 0 right after
tN . In other words, the ε-Mixing Times are all equivalent to tN when N
goes to infinity. This is usually referred to as a cutoff phenomenon.
This phenomenon has been observed first in the context of card shuffling [23],
and was then established in many other contexts [51]. We now recall the
main results of the literature on the asymptotic behaviour of the mixing
times of the SEP.

In 2004, Wilson [71] showed that in the symmetric case p = q = 1/2 and
when there is a non-trivial density of particles, that is, k/N → α as N → ∞
with α ∈ (0, 1/2] then for all ε ∈ (0, 1)

1 + o(1)
π2 N2 logN ≤ TN,k(ε) ≤ 2(1 + o(1))

π2 N2 logN ,

where o(1) is a quantity that goes to 0 as N → ∞. Such a situation is
often referred to as a precutoff phenomenon: it shows some concentration
phenomenon of the mixing times but does not necessarily imply an abrupt
decay of the distance to equilibrium. However, it is expected that for non-
pathological Markov chains a precutoff phenomenon implies a cutoff phe-
nomenon.

In 2005, Benjamini, Berger, Hoffman and Mossel [10] showed that in the
asymmetric case p > 1/2 (p independent of N), there exist two constants
0 < C < C ′ such that for any ε ∈ (0, 1) and for all N large enough we have

CN < TN,k(ε) < C ′N ,
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thus establishing a precutoff phenomenon in this case as well.
In 2014, Lacoin [49] obtained the exact asymptotic of the mixing times

of the SEP in the symmetric case p = q = 1/2:

TN,k(ε) ∼ 1
π2N

2 log k , N → ∞ ,

under the only requirement that k → ∞ as N → ∞ (the density of particles
may be equal to 0). This refined the result of Wilson, and established a
cutoff phenomenon in the symmetric case.

In 2016, Levin and Peres [50] investigated the SEP in the entire weakly
asymmetric regime:

p > 1/2 , p → 1/2 as N → ∞ ,

and under the assumption that there is a non-trivial density of particles

k/N → α ∈ (0, 1/2] .

They identified three different regimes for the mixing times and established
a precutoff phenomenon in each case: (the two constants 0 < C < C ′ are
not the same in each case)

(A) If p− q . 1/N , then

CN2 logN ≤ TN,k(ε) ≤ C ′N2 logN ,

(B) If 1/N . p− q . logN/N , then

C
logN

(p− q)2 ≤ TN,k(ε) ≤ C ′ logN
(p− q)2 ,

(C) If logN/N . p− q, then

C
N

p− q
≤ TN,k(ε) ≤ C ′ N

p− q
.

Despite the variety of situations covered, the article of Levin and Peres
is remarkably short. Surprisingly, their proofs do not rely explicitly on the
phenomenological transitions for the SEP that occur at the two thresholds
1/N and logN/N . Let us briefly explain what happens at these two thresh-
olds.

We have seen in Subsection I.1.3 that the hydrodynamic limit is a heat
equation when the bias is negligible compared to 1/N , a Hamilton-Jacobi
equation when it is much larger than 1/N and a mixture of the two when the
bias is of order 1/N . As pointed out therein, the Hamilton-Jacobi equation
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reaches equilibrium in finite time8: starting from the “worst” initial condi-
tion ∧, the PDE takes a time tα := (

√
α+

√
1 − α)2/2 to hit the equilibrium

profile ∨. A natural guess would have been that the mixing time is exactly
given by 2Ntα/(p − q) when p − q � 1/N : the result of Levin and Peres
already shows that this is not true for (p− q) . logN/N .
On the other hand, the heat equation with or without the non-linearity
reaches equilibrium in infinite time so that the time scale of the hydrody-
namic limit, that is N2, has to be much smaller than the time scale of the
mixing times whenever p− q . 1/N : this is in line with the result of Levin
and Peres.

The transition occurring at logN/N is of a much more microscopic na-
ture. From the shape of the macroscopic equilibrium profile ∨, we deduce
that the density of particles vanishes on [0, 1 −α]: microscopically, it means
that under µN , most particles lie at the right of site N − k. However, this
does not provide a precise control on the leftmost particle under µN . In col-
laboration with Hubert Lacoin we showed, as a preliminary result in [LL19b],
that the leftmost particle, under the invariant measure µN , is located:

• at a distance negligible compared to N from site N − k if the bias is
much larger than logN/N ,

• at a distance negligible compared to N from site 1 if the bias is much
smaller than logN/N .

When the bias is of order logN/N , we observe a crossover between these
two behaviours.
This knowledge on the location of the leftmost particle complements the in-
formation coming from the hydrodynamic limit and explains why, in regime
(B) of Levin and Peres, the mixing time is much larger than the fixation
time of the hydrodynamic limit. Indeed, in this regime the invariant mea-
sure has a complexity which is not reflected by the hydrodynamic limit.

In collaboration with Hubert Lacoin, we addressed essentially the same
question as Levin and Peres. Our results, presented in two separate arti-
cles [LL19a, LL19b], identify two regimes for which we prove a cutoff phe-
nomenon and a crossover regime in between, for which the existence of a
cutoff phenomenon is left open. Before stating the results, we need to intro-
duce the spectral gap of the process, that is, the distance between the first
eigenvalue (which is zero) and the second eigenvalue of the generator of the
SEP. Using the discrete Hopf-Cole transform, we showed in [LL19a, Sec 3.3]
that

gapN = (√p− √
q)2 + 4√

pq sin2( π

2N ) .

8In that section, the results were stated for k = N/2 and under the assumption that
p − q has a polynomial in N decay. These results can easily be generalised to the present
case, see also Remark I.5.
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Note that, whenever p− q → 0, we have

gapN = (p− q)2

2 + π2

2N2 + O((p− q)4) + O(N−4) .

We start with a regime that we called the small bias regime.

Theorem I.10 ([LL19b]). Under the assumption that

k → ∞ and p− q � log k
N

, as N → ∞ ,

we have for any given ε ∈ (0, 1)

TN,k(ε) ∼ logN
2 gapN

, N → ∞ .

This result does not require the density of particles to be non-trivial (that is,
to be in (0, 1)): however, we ask the number of particles k to go to infinity.
When the density is non-trivial, the small bias regime is the union of regimes
(A) and (B) of Levin and Peres, except for the boundary case where the bias
is exactly of order logN/N (note that this is of the same order as log k/N
since the density is non-trivial). An asymptotic expansion of gapN shows
that our result is consistent with the results of Levin and Peres.

The proof consists of two steps. First the lower bound is obtained rela-
tively easily using the method of Wilson: we show that at any time much
smaller than the putative mixing time, the image of the evolving height
function (starting from ∧) through the eigenfunction associated with the
spectral gap is far from equilibrium. Second the upper bound is obtained
by controlling the area between the extremal height functions: this is the
most involved step as it requires a very precise control on the evolution of
this area.

We pass to what we called the large bias regime.

Theorem I.11 ([LL19a, LL19b]). Under the assumption that

k

N
→ α ∈ [0, 1/2] and log k

N
� p− q , as N → ∞ ,

we have for any given ε ∈ (0, 1)

TN,k(ε) ∼ N

p− q
(
√
α+

√
1 − α)2 , N → ∞ .

Our result shows that the mixing time in the large bias regime is given
by the fixation time of the hydrodynamic limit. Let us emphasise that
this fixation time is much smaller than the mixing time in the case where
1/N � p− q � log k/N , which belongs to the small bias regime.
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When the density is non-trivial, the large bias regime coincides with regime
(C) of Levin and Peres except for the boundary case where bias is exactly of
order logN/N . Here again our result is consistent with the result of Levin
and Peres.

Let us say a few words about the proof. The lower bound is an immediate
consequence of the hydrodynamic limit: the distance to equilibrium is close
to 1 as long as the hydrodynamic limit has not reached its (macroscopic)
equilibrium. The upper bound consists in proving that the evolving position
of the leftmost particle in the system is close to what is suggested by the
hydrodynamic limit, thus making the fixation time of the latter coincide
with the mixing time.

We have not been able to establish a cutoff phenomenon in the crossover
regime in between: this case is left open (and is probably quite hard).

Let us mention that the SEP is a projection of a larger object called the
biased card shuffling. Consider a deck of N cards labeled from 1 to N and
encoded by a permutation σ of J1, NK: the label of the card in position i is
given by σ(i). For every pair (i, i + 1), one swaps the two adjacent cards
at positions i and i + 1 at rate p if the cards are in the decreasing order
(σ(i) > σ(i + 1)) and at rate q otherwise. Tracking the positions of the k
cards of highest labels boils down to considering the SEP with k particles.
In [LL19a] we showed that the mixing times of the biased card shuffling
in the asymmetric regime (p is independent of N and larger than 1/2) are
equivalent to 2N/(p − q). This quantity is nothing but the maximum over
k of the mixing times of the corresponding SEP. Our proof can certainly be
extended to the entire large bias regime.

Although the asymptotic of the mixing time of the card shuffling in the
symmetric regime was obtained in [49], our proof of Theorem I.11 does not
yield the asymptotic of the mixing time of that process in the entire small
bias regime. This is because we rely on a coupling for the SEP which cannot
be extended into a coupling for the permutations. On the other hand, the
symmetric regime is very special since the mixing time of the card shuffling
is independent from the permutation one starts from: the proof in [49]
then relied on censoring schemes that are available when one starts from
the “maximal” configuration whose density w.r.t. the invariant measure in
increasing.

Future directions. A natural subsequent question would be to determine
the width of the cutoff window, that is, the time-scale at which the map ε 7→
TN,k(ε) varies smoothly (of course, this scale has to be negligible compared
to the magnitude of the mixing times since we have a cutoff phenomenon).
On the circle and with symmetric rates, the width of the cutoff window was
shown to be of order N2 and the exact cutoff profile was obtained [48].
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q

p

Figure I.4: An example of reflected SEP: upwards (resp. downwards) flips
occur at rate q (resp. p), except for downwards flips that would make the
interface negative which are not allowed.

I.4 Scaling limit of reflected interfaces

This section is concerned with a variant of the SEP that is easier to de-
scribe at the level of its height function. Consider the height function of
the SEP with k = N/2 particles under the additional constraint that this
height function remains non-negative. In other words, at height 0 there is
a hard wall that prevents any upwards corner that sits on the wall to flip
downwards. We refer to Figure I.4 for a picture.

The invariant measure is still given by the expression

µN (h) = 1
ZN

( p

1 − p

)−A(h)/2
,

but the set of admissible height functions is smaller than before: it consists
of all lattice paths h that satisfy

h(0) = h(N) = 0 , h(x) − h(x− 1) = ±1 , h(x) ≥ 0 , ∀x ∈ J1, NK .

For p = 1/2, µN converges weakly to the law of the Brownian excursion
on [0, 1]. More generally, for any σ ∈ R if we take

p = 1
2 + σ

N3/2 (1 + o(1)) ,

then the measure µN converges to the law of the Brownian excursion X
tilted by e−2σA(X) where A(X) =

∫ 1
0 X(t)dt is the area under the excursion.

In a work [EL15] in collaboration with Alison M. Etheridge, we consid-
ered the diffusively rescaled height function

uN (t, x) = 1√
N
h(tN2, xN) , x ∈ [0, 1] , t ≥ 0 ,

and showed the following result.
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Theorem I.12 ([EL15]). Assume that the process starts from its invariant
measure µN , then uN converges in law to the solution u of the following
stochastic PDE

∂tu = 1
2∂

2
xu− 2σ + ξ + η , x ∈ [0, 1] , t ≥ 0 ,∫

(0,∞)×(0,1) u(t, x)η(dt, dx) = 0 ,
u ≥ 0 , u(t, 0) = u(t, 1) = 0 .

(I.8)

starting from its invariant measure. Here ξ is a space-time white noise and
η is a non-negative measure that prevents u from becoming negative.

This stochastic PDE is usually referred to as the reflected stochastic heat
equation, and was introduced by Nualart and Pardoux [63]. It can be seen
as an infinite dimensional version of the reflecting Brownian motion, the
reflection measure η playing the role of the local time at 0.
Zambotti [73] showed that this stochastic PDE admits the law of the tilted
(by its area, as described above) Brownian excursion as an invariant, re-
versible, measure.

Actually, our result is stronger than this. We identified a discrete re-
flection measure ηN , which is carried by the space-time points where the
interface sits on the wall and is prevented from flipping downwards, and
we showed that the pair (uN , ηN ) converges in law to the pair (u, η) (in an
appropriate topology for the second coordinate).

Future directions. It is not difficult to come up with variants of the SEP
whose invariant measures are discrete analogues of well-known measures on
continuous paths. For instance, the law of the reflecting Brownian motion
can be approximated by the law of a reflecting random walk, and this discrete
law is left invariant by a very simple variant of the above model. Recent
progress have been made on the construction of an SPDE that preserves
the law of the reflecting Brownian motion, see [26], however the proof of
the convergence of this discrete model is still open. Other laws can be
considered: for instance, the law of the Brownian motion, starting from 1
and killed at its first hitting time of 0. This is a work in progress.

I.5 The adjacent walk on the continuous simplex
Consider N − 1 points X1 < . . . < XN−1 on the segment [0, N ] evolving
according to the following continuous-time dynamics: for every k ∈ J1, N −
1K, at rate 1 one draws a uniform r.v. U on [0, 1] and one replaces the r.v. Xk

by
UXk−1 + (1 − U)Xk+1 ,

with the convention that X0 = 0 and XN = N .
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This process admits the uniform measure on the simplex

SN :=
{
(x1, . . . , xN−1) : 0 < x1 < . . . < xN−1 < N

}
,

as an invariant measure. It is also natural to consider the spacings between
the particles:

ηk := Xk −Xk−1 , k ∈ J1, NK .

The invariant measure at the level of the particle spacings is given by a
product measure of N exponential r.v. with the same parameter, conditioned
on the event that their sum is equal to N . Note that the parameter of the
exponential r.v. is arbitrary.

This dynamics shares some similarities with the SEP with symmetric
jump rates. However the fact that the state-space is uncountable makes the
analysis of its mixing times more involved. For instance, it is not clear a
priori whether the generator of the process has pure point spectrum and the
existence of a spectral gap is delicate.

In 2005, Randall and Winkler [66] showed that the mixing times TN (ε),
ε ∈ (0, 1), of this Markov process satisfy a precutoff phenomenon: there
exist two constants 0 < C < C ′ such that for any ε ∈ (0, 1) and for all N
large enough

CN2 logN ≤ TN (ε) ≤ C ′N2 logN .

While their technique for proving the lower bound was essentially sharp,
the upper bound was not. In a collaboration [CLL19] with Pietro Caputo
and Hubert Lacoin, we aimed at establishing a cutoff phenomenon for this
process. Actually, we considered a more general setting where the resam-
pling law is not necessarily uniform over the segment formed by the nearest
neighbours, but follows a β(α, α) law for some α ≥ 1. Note that α = 1
yields the uniform measure.

Remark I.13. One can remove the constraint that the particles live in [0, N ],
and only impose them to live in [0,∞). Then, the β(α, α) laws with α > 0
are the only resampling laws that make the dynamics reversible w.r.t. to a
product measure (at the level of the particle spacings). This can be checked
by inspecting the constraints that the detailed balance condition imposes at
a resampling event.

The beta resampling law with α ≥ 1 yields a reversible dynamics. The
invariant measure, at the level of the particle spacings, is a product measure
conditioned on the event η1 + . . .+ ηN = N :

µN = Cα1{η1+...+ηN =N}

N−1∏
k=1

ηα−1
k dηk .
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Remark I.14. A very important technical tool in [CLL19] is the FKG in-
equality w.r.t. µN that holds for α ≥ 1 (by log-concavity of x 7→ xα−1): this
is the reason why we did not consider the case α ∈ (0, 1), and restricted
ourselves to the case α ≥ 1

Our first result in [CLL19] was the proof of existence of the spectral
gap and its identification. Interestingly neither the gap, nor the associated
eigenfunction depend on α.

Proposition I.15 ( [CLL19]). For any α ≥ 1, the process admits a spectral
gap given by

gapN := 1 − cos( π
N

) ,

and the corresponding eigenfunction is

f(x) =
N−1∑
k=1

sin(πk
N

)(xk − k) , x ∈ SN .

While it was proved by Randall and Winkler [66] that − gapN is an
eigenvalue of the generator with eigenfunction f , the fact that this is actually
the spectral gap of the generator was not established therein. The proof of
this fact is not immediate, and relies on the FKG inequality w.r.t. µN . We
also showed that the generator has pure point spectrum.

Our main result is the identification of the exact asymptotic of the mix-
ing times, from which we deduce a cutoff phenomenon for the distance to
equilibrium. Remarkably, it takes the same form as in the case of the SEP
with symmetric jump rates.

Theorem I.16 ( [CLL19]). For any α ≥ 1 and any ε ∈ (0, 1) we have

TN (ε) ∼ logN
2 gapN

, N → ∞ .

Let us make some comments about the proof of this theorem. The
lower bound was (essentially) established in [66] using the method of Wilson
(which consists in exhibiting an initial condition for which the expectation of
f(Xt) is much larger than the standard deviations of f under the invariant
measure µN as long as t is smaller than the putative mixing time).
On the other hand, the upper bound of [66] was not sharp and refining their
proof is our main contribution in [CLL19]. It required a fine analysis of the
time evolution of the area between the two extremal initial conditions of the
process: indeed, controlling the hitting time of zero of this area gives an
upper bound on the mixing time.
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Future directions. A bias in the resampling law can be introduced, and
the model then resembles the SEP with asymmetric jump rates: the inves-
tigation of the asymptotic of the mixing times is then a natural research
direction. This is one subject of the PhD thesis of Enguérand Petit, under
the joint supervision of Cristina Toninelli (Univ. Paris-Dauphine) and my-
self.
With Pietro Caputo and Hubert Lacoin, we are now working on the mixing
times of ∇ϕ interfaces in 1-d. Here again, these models share similarities
with the height function of the SEP and the adjacent walk on the simplex,
but to the best of our knowledge very little is known about their mixing
times.
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Singular SPDEs and regularity
structures

This chapter is mostly concerned with the following stochastic PDE

∂tu = ∂2
xu+ u · ξ , x ∈ Rd , t ≥ 0 , u(0, ·) = u0(·) , (II.1)

for the unknown u : R+ × Rd → R. We have particular interest in the
following two distinct settings:

• The parabolic Anderson model (PAM), where ξ is a space white noise
and d ≤ 3,

• The multiplicative stochastic heat equation (SHE), where ξ is a space-
time white noise and d = 1.

We saw in Section I.2 that (SHE) is mapped onto the KPZ equation
through the Hopf-Cole transform. The (PAM) can be seen informally as the
density of a system of branching Brownian motions in the random environ-
ment ξ (roughly speaking: where ξ(x) is negative, each Brownian motion is
killed at rate −ξ(x) and where ξ(x) is positive each of them branches into
two independent Brownian motions at rate ξ(x)). The rest of this introduc-
tion presents the difficulties that arise when constructing solutions to these
equations, and explains briefly the content of the subsequent sections.

Generically, a solution of the PDE (II.1) is a function/distribution that
satisfies

u = P ∗ (u · ξ) + P ∗x u0 , (II.2)

where P is the heat kernel, and ∗, resp. ∗x, denotes convolution in space-
time, resp. in space only.

To prove existence and/or uniqueness of solution, one identifies a func-
tional space in which the solution should live and sets up a fixed point
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argument in that space. To that end, one observes that the putative solu-
tion u should be a perturbation of the solution of the additive stochastic
heat equation

∂tv = ∆v + ξ , t ≥ 0 , v(0, ·) = 0 ,

whose solution is explicitly given by

v = P ∗ ξ .

The regularity of the latter object is well-understood. In parabolically
scaled1 Hölder spaces, v has space-time regularity 2 + α where α is the
Hölder regularity of ξ. The parameter α is itself given by (−d/2)− if ξ is
a space white noise, and by (−(2 + d)/2)− if ξ is a space-time white noise.
The notation x− means x− ε for any arbitrary ε > 0.

Therefore, if one believes that u is a perturbation of v, then it should
have no better regularity than v. This suggests the Hölder space C2+α

as a candidate for the fixed point argument. Coming back to the fixed
point equation (II.2) that a solution must satisfy, we see that we need to
make sense of the product u · ξ between an element of C2+α and an element
of Cα. It is well-known that the product between elements of two such
spaces is canonically2 well-defined if and only if the sum of their regularity
indices is positive; this result is often referred to as Young’s theorem since
the one dimensional case, in p-variation spaces, was first established by
Young [72]. Applying this criterion to the spaces at stake, we obtain the
condition 2 + 2α > 0. For (PAM), this is valid only if d < 2. For (SHE) this
already fails if d = 1.

Such ill-defined products already arise when solvings SDEs (the sum of
the Hölder regularities of the Brownian motion and its derivative is negative)
and stochastic integrals (Itô, Stratonovich) provide alternative definitions of
the corresponding products. However, stochastic integrals are not contin-
uous w.r.t. the driving noise and this makes the solution theory of SDEs
unstable: different approximations lead to different notions of solutions.
The Itô integral can be applied in the infinite dimensional setting of SPDE
when the noise is white in time and the solution is adapted to the associ-
ated filtration: in particular, it provides a solution theory for (SHE), see [70].
Here again, this notion of solution is unstable: for instance, if one considers
space-time regularisations of the white noise, the sequence of corresponding
solutions does not converge to the Itô solution of (SHE). On the other hand,
when the noise is constant in time as in (PAM) such stochastic integrals do

1This means that time regularity counts twice compared to space regularity: this setting
is of course well-fitted to parabolic equations where one time derivative scales like two space
derivatives.

2In the sense that it extends continuously the product of smooth functions.
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not exist anymore and no notion of solution was available for d ≥ 2 until
recently.

Around 2013, two theories introduced novel frameworks in which one
can make sense of these equations along with their stability under regulari-
sation: the theory of paracontrolled distributions of Gubinelli, Imkeller and
Perkowski [36] and the theory of regularity structures of Hairer [38]. We
will present (briefly) the main ideas of these theories in Section II.1.

Originally, the two theories were able to construct solutions for SPDEs
whose space variable lives in a torus. However, in terms of physical models,
the equations would rather be considered on the full space Rd. In Sections
II.3 and II.4, we will present constructions [HL15, HL18] obtained in collab-
oration with Martin Hairer of (PAM) in dimensions d = 2, 3 and of (SHE) in
dimension d = 1 on the full space Rd. Let us mention that, although (SHE)
makes sense via Itô’s integration it is not stable under space-time regular-
isation procedures: the two theories actually provide the right frameworks
in which one can connect such regularisations and the Itô solution.
In Section II.2, we will present a generalisation [HL17], carried out in collabo-
ration with Martin Hairer, of the functional spaces of the theory of regularity
structures to the general setting of Besov spaces, together with the associ-
ated Embedding Theorems that have some interesting consequences for the
solution of (PAM). Finally, in Section II.5 we will present a result [GL19]
in collaboration with Paul Gassiat on the existence of densities for the Φ4

3
model, another SPDE whose construction relies on the two aforementioned
theories.

II.1 A few words about the theory of regularity structures

The theory of paracontrolled distributions [36] and the theory of regularity
structures [38] build on the following observation, due to Terry Lyons [53]
and originally stated at the level of SDEs, but whose scope is more general:
while it is not possible to construct a theory of integration that makes the
solution map of an SDE continuous w.r.t. to the driving noise when this noise
is rough (Brownian motion), one can recover continuity if one enhances the
driving noise with iterated integrals of the driving noise against itself.

In terms of well-definiteness of the SDE, the actual definition of the
iterated integrals is unimportant: one simply has to give them a meaning
(via Itô or Stratonovich for instance). This fundamental observation lead
to viewing the original solution map of SDE/SPDE as the composition of
two maps: one, which is not continuous, that enhances the driving noise
(and therefore makes some non-canonical choice) and another one, which is
continuous, that associates to the enhanced driving noise a solution of the
equation.
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In the two aforementioned theories for SPDEs, this idea was fully ex-
ploited and the two maps alluded to above appear clearly. From now on,
we will focus on the theory of regularity structures because all the results
presented in the next sections rely on it. However, the situation is very
similar in the theory of paracontrolled distributions.

The idea of enhancement of the driving noise gave rise to the notion of
model in regularity structures. A model is a random object that consists
of a driving noise and some additional non-linear functionals of this noise.
The functionals that one needs to consider in the model are those that arise
when solving the equation at stake. In the case of SDEs, only one functional
is needed and it is

∫
BdB. In the case of (SHE) or (PAM), formal Picard

iterations applied to (II.2) show that the functionals should be

ξ(P ∗ ξ) , ξ(P ∗ ξ(P ∗ ξ)) , . . .

The first functional is not canonically well-defined as soon as 2 + 2α ≤ 0,
and the number of functionals that are not well-defined typically increases
with the space dimension.

Remark II.1. At this point, we can distinguish two types of equations ac-
cording as the number of ill-defined functionals is finite or infinite. When
this number is finite, the equation is called subcritical by Hairer and his the-
ory is restricted to this case. For (PAM), the equation is subcritical if d < 4
and for (SHE) it is subcritical for d < 2. Actually, when the equation is
not subcritical it is no longer expected to be a perturbation of the linearised
equation, and therefore the whole ansatz has to be reconsidered.

To construct a model, one then needs to give a meaning to these objects.
In practice, this is done through a limiting procedure, which requires in
some cases a renormalisation: one starts with a regularised version ξε of the
driving noise, for which all these functionals are well-defined, and then one
tries to pass to the limit on the regularisation parameter ε. In the case of
the first functional above, this is possible only if one subtracts a constant Cε

that diverges logarithmically for (PAM) in dimension 2, and polynomially
for (PAM) in dimension 3 and for (SHE) in dimension 1.
Note that there is some degree of freedom in this procedure: one can shift
Cε by some finite constant without altering the convergence of the corre-
sponding objects. This reflects the absence of canonical definition of these
functionals.

The second map, that associates a solution to an enhanced driving noise,
has also its counterpart in regularity structures. But it is itself again fac-
torised into two maps: one that associates to an enhanced noise an abstract
solution, and another one that associates to an abstract solution a genuine
distribution/function. Let us explain briefly what abstract solution means.
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Instead of viewing the solution as a function, one rather deals with a collec-
tion, indexed by the space-time points, of its generalised Taylor expansions.
If there were no noise, or if the noise was smooth, these Taylor expansions
would simply involve the values of the successive partial derivatives of the
function at stake. In the presence of noise, one does not expect the solution
to be a regular function (sometimes, it is only a distribution!) so that the
order of the classical Taylor expansions would be very low. Building on the
notion of controlled rough path introduced by Massimiliano Gubinelli [34],
one considers Taylor expansions of the function/distribution not only on the
basis of usual monomials as in the smooth case, but also on the basis of the
functionals introduced in the construction of the model: hence the notion
of generalised Taylor expansions.

To give a concrete example: the function f(x) = 2x + 3B(x) is not
differentiable and its classical Taylor expansion at any x0 is only made of
the value of the function at x0: namely, 2x0 + 3B(x0).
However, one would expect that a notion of derivative of f could be defined
if one were able to “remove” the irregularity coming from the Brownian
motion. Actually, if one adds the functional B in the model, then the
function f admits a generalised Taylor expansion at x0 which is made of
three coefficients:

• the value of the function f0(x0) := 2x0 + 3B(x0),

• its derivative against the Brownian motion f1/2−(x0) := 3,

• its “classical” derivative f1(x0) := 2.

This allows to replace f by (fζ(x0), x0 ∈ R, ζ ∈ {0, 1/2−, 1}) where fζ(x0)
is the coefficient of the ζ-th derivative of f at x0. Hairer called these spaces
of coefficients the spaces of modelled distributions. They are very similar to
usual spaces of Hölder functions, and a calculus can be setup in this setting
which allows to formulate a notion of fixed point for the original PDE at
the abstract level of modelled distributions.
The map that associates to an abstract solution (a modelled distribution) a
genuine distribution/function is what Hairer called the reconstruction oper-
ator: the construction of this operator is a cornerstone of the theory.

II.2 Besov spaces of modelled distributions
While the theory was originally defined in an L∞ setting (the space of mod-
elled distributions mimics the space of Hölder distributions), there are sev-
eral motivations for considering a more general setting:

• The Dirac mass is a very natural initial condition: for (PAM) it corre-
sponds to the case where the Brownian motions start from a determin-
istic position at time 0, and for (SHE) this is related to the so-called
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narrow wedge initial condition for KPZ, see [5]. The Dirac mass has
regularity −d in the Hölder scale, which makes it a very singular ini-
tial condition in the L∞ setting. On the other hand, it is almost an
L1 function and it turns out that it belongs to the Besov space B0

1,∞,
whose definition is recalled below. Consequently, having at hand a
solution theory for the (PAM) in an L1 setting would probably allow
one to start from a Dirac mass at time 0. This will be one of the
results of Section II.4.

• The natural setup for Malliavin calculus is L2: in particular, if one
wants to look at derivative of the solution w.r.t. the noise in directions
of its Cameron-Martin space (which is L2 in the case of the white
noise), then it is desirable to formulate the solution theory for the
equation in an L2 setting. We refer to Section II.5 for an application
of Malliavin calculus in the setting of singular SPDEs.

• The theory of self-adjoint operators on a spatial domain D is usu-
ally defined in the Hilbert space L2(D). The construction of singular
Schrödinger operators would therefore need to be carried out in an L2

setting. This will be the content of Section III.1.

These considerations were a source of motivation for generalising the an-
alytical setting of the theory of regularity structures to Besov-type spaces:
this was the content of a work [HL17] in collaboration with Martin Hairer.
The remainder of this section is devoted to presenting some aspects of this
work3.

Let us first recall the definition of the classical Besov space Bγ
p,q, with

γ ∈ R, p, q ∈ [1,∞]. The parameter γ controls the amplitude of the “oscilla-
tions” of the function/distribution: roughly speaking, at scale λ ∈ (0, 1), it
oscillates at most like λγ . The parameters p and q control the integrability
of the function/distribution respectively in space and in oscillations. Precise
definitions can be found in [69] for instance, let us simply say that in the
case where γ ∈ (0, 1), the function f belongs to Bγ

p,q if∥∥f(x)
∥∥

Lp(dx) < ∞ ,( ∫
h∈B(0,1)

∥∥∥∥
∣∣f(x+ h) − f(x)

∣∣
|h|γ

∥∥∥∥q

Lp(dx)

dh

|h|d
) 1

q

< ∞ .

Actually there are many equivalent definitions of these spaces: via the
Fourier transform, using a wavelet analysis or dealing with the differences of

3The presentation of the articles is not chronological: we actually constructed (PAM)
and (SHE) on the full space before we came up with a generalisation of the spaces of
modelled distributions.
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the function as above. Let us finally mention that when p = q = ∞, these
are the Hölder spaces.

Our definition of Besov spaces of modelled distributions is an extension
of the original definition of Hairer [38] in the L∞ setting.

Remark II.2. The definition below is one of the very rare places in this
document where specific notations from regularity structures are used. We
chose not to introduce them in details since it would have been very long
(and probably not so clear). For the reader not familiar with the theory, we
suggest not to care about T<γ and Aγ , and to think of |s| as being d, the
dimension of the underlying space. On the other hand, the operator Γy,x

that appears in the definition is the operator that allows to re-expand at y
a Taylor expansion at x. In the case of classical Taylor expansions, these
are given by expressions like (x − y)k−` which arise when one re-expands
the monomial (X − x)k in terms of (X − y)` for 0 ≤ ` ≤ k. In the case
of generalised Taylor expansions, these are (complicated) random objects
depending on the functionals added to the model.

Definition II.3. [[HL17]] For γ ∈ R, let Dγ
p,q be the Banach space of all

measurable maps f : Rd → T<γ such that, for all ζ ∈ Aγ , we have:

1. Local bound: ∥∥∥∣∣f(x)
∣∣
ζ

∥∥∥
Lp(dx)

< ∞ , (II.3)

2. Translation bound:( ∫
h∈B(0,1)

∥∥∥∥
∣∣f(x+ h) − Γx+h,xf(x)

∣∣
ζ

‖h‖γ−ζ
s

∥∥∥∥q

Lp(dx)

dh

‖h‖|s|
s

) 1
q

< ∞ . (II.4)

In [HL17], we presented the calculus associated to the spaces Dγ
p,q that is

required to solve singular SPDEs with the theory of regularity structures: in
particular, the reconstruction theorem (that allows to map modelled distri-
butions to classical Besov spaces) and the convolution theorem (that allows
to convolve modelled distributions with the heat kernel). The proofs of these
theorems do not really require new ideas compared to their original versions
in the Hölder settings, therefore we will not make any further comments on
them. The main novelty in [HL17] lies in the Embedding Theorem that we
proved at the level of modelled distributions.

Let us recall that classical Besov spaces enjoy the following Embedding
Theorem (the second embedding is probably the most used, it increases
integrability at the cost of decreasing regularity)

Theorem II.4 (Classical Embedding Theorem). For all γ, γ′ > 0 and all
p, p′, q, q′ ∈ [1,∞), the space Bγ

p,q is continuously embedded into Bγ′

p′,q′ if one
of the following conditions holds:
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1. p′ < p, q′ = q and γ′ = γ [if the underlying space is bounded],

2. p′ > p, q′ = q and γ′ ≤ γ − d(1
p − 1

p′ ),

3. p′ = p, q′ > q and γ′ = γ,

4. p′ = p, q′ < q and γ′ < γ.

The main result of [HL17] is the analogous result at the level of modelled
distributions:

Theorem II.5 ([HL17]). For all γ, γ′ > 0 and all p, p′, q, q′ ∈ [1,∞), the space
Dγ

p,q is continuously embedded into Dγ′

p′,q′ if one of the following conditions
holds:

1. p′ < p, q′ = q and γ′ = γ [if the underlying space is bounded],

2. p′ > p, q′ = q and γ′ < γ − |s|(1
p − 1

p′ ),

3. p′ = p, q′ > q and γ′ = γ,

4. p′ = p, q′ < q and γ′ < γ.

These four cases are the same as for classical Besov spaces, except the
second one where an inequality becomes strict. This is a technical restriction,
which could possibly be lifted.

Although the two statements are essentially the same, it was not clear
a priori how to establish the result in the case of modelled distributions. In
particular, the non-integer levels (corresponding to the noise) of the regu-
larity structure give rise to complicated terms on which one does not have
much control.

A key observation for us was the following: the difficulty of the proof
of the Embedding Theorem for classical Besov spaces heavily depends on
the norm one starts from. If one opts for a “continuous” norm (involving
Lp and Lq norms), then it appears to be technical. On the other hand,
if one starts from a “countable” norm, that is, a norm that relies on only
countably many evaluations of the function/distribution (with a wavelet
analysis for instance), then the proof of the Embedding Theorem boils down
to continuous inclusions of `p-type spaces.

This key observation motivated the introduction of a space of modelled
distributions with a countable norm. A very natural way to achieve this is
by considering averages of a modelled distributions at all dyadic scales:

f̄
n(x) := 1

|B(x, 2−n)|

∫
y∈B(x,2−n)

Γx,yf(y)dy , x ∈ 2−nZd .

At the level of these spaces of averages, the proof of the Embedding Theorem
is simple as it relies on continuous embeddings of `p and `q spaces. The

42



C. Labbé

important point then is to check that these spaces of averages are isomorphic
to the original Dγ

p,q spaces: this is the content of [HL17, Theorem 2.15].

Let us now mention a consequence of this Embedding Theorem. Suppose
we have constructed the solution of (PAM) starting from a Dirac mass in
some space Dγ

1,∞: as explained at the beginning of this section, working in
L1 is much better than in L∞ in terms of regularity of the initial condition.
The reconstruction theorem applied to this solution evaluated at any given
time t yields an element of Bα

1,∞ where α is the regularity of the roughest
functional appearing in the description of the solution, namely P ∗ ξ, that
is α = 1/2− in dimension 3.
The Classical Embedding Theorem ensures that a function in Bα

1,∞(Rd) also
lies in Bα′

∞,∞(Rd) with α′ = α− d. In other words, the solution of (PAM) is
(at least) a Hölder distribution of regularity −5/2−.
On the other hand, applying the Embedding Theorem for modelled distri-
butions, we see that the abstract solution lives in Dγ′

∞,∞ where γ′ = γ − d.
Note that γ (that controls the depth of the generalised Taylor expansions)
can be taken as large as desired. Applying the reconstruction theorem, one
then gets an element of Bα

∞,∞(Rd) so that the solution of (PAM) is a Hölder
function of regularity 1/2− as expected.
In other words, Embedding and Reconstruction do not commute. This is not
so surprising since some information is lost upon reconstructing a modelled
distribution.

II.3 PAM on R2

The construction of (PAM) on a 2-dimensional torus was one of the main
achievements of paracontrolled distributions [36] and regularity structures [38].
The solution constructed therein is the limit in probability as ε ↓ 0 of the
sequence of regularised equations

∂tuε = ∆uε + uε(ξε − Cε) , (II.5)

where ξε is a regularised version of ξ (obtained by convolving ξ with a
smooth function that oscillates at scale ε and that approximates a Dirac
mass), and where Cε is a constant that diverges like log ε−1 and is required
to renormalise the functional ξ(P ∗ ξ), as explained in Section II.1.

In these constructions, one controls the Hölder regularities of the func-
tions / distributions at stake. On a d-dimensional torus, the white noise
lives almost surely in Cα(Td) with α = −d/2−. On the other hand, on the
full space Rd the white noise does not belong to any global Hölder space
Cα(Rd): indeed, its Hölder semi-norms on, say, disjoint balls of radius 1 are
unbounded IID r.v. so that their supremum is infinite a.s.
To get global bounds on the Hölder regularity of the white noise, one needs
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to weigh the Hölder spaces by some function wξ(x) that goes to ∞ suffi-
ciently fast as |x| → ∞. It turns out that

√
log(1 + |x|) is optimal for the

white noise, but for simplicity we take wξ(x) = (1 + |x|)a for some small
a > 0.

Since the space the noise lives in needs a weight, we deduce that the
space the solution lives in needs a weight too: let us call this weight w. But
then, the product u · ξ needs a priori the weight wξ · w and this seems to
prevent us from closing the fixed point equation (II.2): the weight on the
r.h.s. is a priori larger than the weight on the l.h.s.

To circumvent this difficulty, we relied on a trick that was already used
in [41], and probably elsewhere in the PDE literature. For the solution, let
us consider a weight that grows exponentially in time

w(t, x) = et(1+|x|) .

Since the heat kernel P (t, x) integrates to 1 in space and is close to a Dirac
mass at 0 for small t, the term

P ∗ (u · ξ)(t, x) =
∫ t

0

∫
y∈Rd

P (t− s, x− y)(u · ξ)(s, y)ds ,

needs a weight of order∫ t

0
w(s, x)wξ(x) =

∫ t

0
es(1+|x|)(1 + |x|)ads ,

which is smaller than w(t, x) = et(1+|x|). In other words, the time-averaging
induced by the convolution with the heat kernel combined with the expo-
nential growth of the weight produces a weight which is not larger than the
weight we started from.

In [HL15], we implemented this trick to construct the solution of (PAM)
on R2. Moreover, although this SPDE requires renormalisation, we proposed
a simple construction, in the spirit of the so-called Da Prato-Debussche
trick [21], that spared us from using regularity structures or paracontrolled
distributions. We now explain the main steps of this approach.

Consider the solution of the Poisson equation4:

∆Yε = ξε ,

and observe that if uε is the solution of (II.5) then vε(t, x) = uε(t, x)eYε(x)

solves the following equation

∂tvε = ∆vε + vεZε − 2∇vε · ∇Yε , (II.6)
4In order to avoid divergences at infinity, we actually applied some cutoff on the Green

function of the Laplacian so that Yε instead satisfies ∆Yε = ξε +F ∗ ξε for some compactly
supported smooth function F . This produces some minor modifications in the subsequent
equations.
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where
Zε := |∇Yε|2 − Cε .

A Wiener chaos analysis allows to prove that for

Cε := E[|∇Yε|2] = 1
2π log ε−1 + O(1) ,

the sequence Zε converges in probability to a well-defined limit in some
(weighted) space of Hölder distributions of regularity β for any β < 0. Note
that this is nothing but the Wick renormalisation of |∇Y |2.

It is then possible to check that, in terms of Hölder regularity, all the
products in (II.6) are well-defined uniformly over ε. Considering exponential
weights in the Hölder spaces of functions/distributions, we then showed the
following result.

Theorem II.6 ([HL15]). Let u0 be a Hölder distribution with regularity better
than −1, and that grows at most exponentially fast at infinity. The sequence
of processes vε converges uniformly on all compact sets of (0,∞) × R2, in
probability as ε → 0, to a limit v which is the unique solution of

∂tv = ∆v + vZ − 2∇v · ∇Y , v(0, x) = u0(x)eY (x) .

As a consequence, uε converges in probability towards the process u = ve−Y .

Remark II.7. This transformation is intimately related to the Hopf-Cole
transform: the process h = log u formally satisfies

∂th = ∆h+ |∇h|2 + ξ ,

and Y is the stationary solution of the linearised equation where |∇h|2 has
been removed.

This construction only works in dimension 2: in dimension 3, the equa-
tion for vε involves ill-defined products and it is not possible to easily remove
the divergences as in dimension 2.

II.4 Multiplicative SPDE on the full space

This section presents the construction of (PAM) on R3 and of (SHE) on R
that we obtained with Martin Hairer in [HL18] in the framework of regularity
structures. Let us stress again that the existence of solutions to (SHE)
on R was already known using Itô’s integration, but the understanding of
the stability of solutions under space-time regularisation of the noise was
missing.
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Theorem II.8 ([HL18]). Consider either (PAM) where d = 3, or (SHE) where
d = 1. Let u0 be a Dirac mass at 0. There exists a divergent sequence of
constants Cε such that the sequence of solutions uε of

∂tuε = ∆uε + uε(ξε − Cε) , (II.7)

converges uniformly on compact sets of (0,∞) × Rd to a limit u, in proba-
bility.

Provided that Cε is suitably chosen, the limit is independent of the choice
of mollifier ρ. In the case of (SHE), the limit can be chosen to coincide with
the Itô solution to the multiplicative stochastic heat equation [70, 22].

To deal with the unboundedness of the underlying space, we incorporated
exponential weights, as presented in the previous section, in the spaces of
modelled distributions. Actually, one needs to consider weights that depend
on the level in the regularity structure and this makes the definition of these
spaces very heavy: we will not present any detail here. Let us simply mention
that our exponential weights do not satisfy the very desirable property that
c ≤ w(t, x)/w(s, y) ≤ C for some constants 0 < c < C, uniformly over
all (t, x) and (s, y) at distance one from each other (however this property
holds true if t = s). As a consequence, approximation arguments that would
require evaluations slightly further in time would break the control on the
weights and we thus needed extremely fine control on the time evolution of
the objects at stake (in particular, for proving the reconstruction theorem).

To deal with a Dirac mass as an initial condition, following a suggestion of
Khalil Chouk, we considered modelled distributions of L1-type as presented
in Section II.2. (Actually, the spaces of modelled distributions considered
in [HL18] take a slightly different form from those in [HL17]: the latter
article being posterior to the former).

The solution that we construct is global in time. This is a consequence
of the linearity (in the solution) of the equation which allows to iterate the
solution map on successive time-interval of the same length.

Our method can be applied to slightly more general situations: one can
replace u · ξ by g(u)ξ and construct solution on the whole space (but only
locally in time) if g is of linear growth at infinity. If the non-linearity grows
faster than linearly, then our method does not apply anymore since the ex-
ponential growth in time of the weight does not compensate the growth due
to the non-linearity.
Let us mention that the construction of singular SPDE on unbounded spaces
has been the subject of several recent works. Mourrat and Weber [60] con-
structed the solution of the stochastic quantization equation (II.8) on R2:
their construction relies extensively on the negative sign in front of the non-
linearity which allows to get a priori bounds on the solution. Gubinelli and
Hofmanová [35] presented a construction of the same equation but in di-
mension 3 (and also of the elliptic version of the equation): their approach
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relies on a decomposition of the solution into a local irregular part, which is
not weighted, and a global regular part which is weighted. This approach is
probably the most robust of all.

II.5 Existence of densities for the Φ4
3 model

In this section, we present a result [GL19] obtained in collaboration with
Paul Gassiat on the stochastic quantization equation in dimension 3:

∂tu = ∆u− u3 + ξ , x ∈ T3, t ≥ 0 . (II.8)

This equation, when ξ is a space-time white noise, formally preserves the so-
called Φ4

3 measure. It arises in the Ising model near the critical temperature,
see [58] for the case of dimension 2. However, this SPDE is ill-defined and
falls into the class of equations that require renormalisation: the solution
was constructed using regularity structures by Hairer [38] and using para-
controlled distributions by Catellier and Chouk [15], and the renormalisation
boils down to adding formally +∞ · u in the above equation.

In the article [GL19], we considered a noise ξ which is obtained by con-
volving space-time white noise with a kernel R satisfying some assump-
tions. Roughly speaking, these assumptions consist in asking that either
the Cameron-Martin space of ξ is dense in L2(R+ × T3), or that ξ is de-
generate but “sufficiently rough”, i.e. of Hölder regularity strictly less than
−2 (recall that space-time white noise has Hölder regularity strictly less
than −5/2). The existence of solutions to (II.8) in that setting is essentially
granted by [16] and [38]. Note also that the case where R = δ0, that is, ξ is
a white noise falls into this set of assumptions.
Our main result informally states that u admits a density with respect to
the Lebesgue measure: since u is not a function but only a distribution, the
precise statement carries over evaluations of u against test functions. To be
more precise, let ϕi, i = 1 . . . n be n ≥ 1 linearly independent functions in
the (parabolically scaled) Besov space B1/2+κ

1,∞ (R+ × T3), for some κ > 0,
and assume that they are all supported in (0, T ) × T3 for some T > 0.

Theorem II.9 ( [GL19]). Assume the solution u of (II.8) starting from some
u0 ∈ C−2/3+ exists5 up to time T almost surely. Then, the random variable

X = (〈u, ϕ1〉, . . . , 〈u, ϕn〉) ,

admits a density with respect to the Lebesgue measure on Rn.
5Mourrat and Weber [59] showed that the explosion time of the solution is actually

infinite when the driving noise is a space-time white noise. Their proof should carry
through if we replaced the white noise by a more general driving noise: consequently, the
assumption on the existence of the solution up to time T is probably not restrictive at all.
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In the case of space-time white noise, the strong Feller property proved
in [39] implies that for each t > 0, the law of u(t, ·) is absolutely continuous
w.r.t. the invariant measure for (II.8), which is a stronger statement than
simply considering its finite-dimensional projections. Our result however can
be applied to noises that are not white in time, where the Markovian theory
is of course not accessible. In addition, we obtain densities for averages of
our solution in space and time, and not just at a fixed time which is the
case considered in virtually all of the literature. (Note that the existence of
densities for space-time averages is in principle a strictly stronger statement
than densities for a fixed time, as soon as the regularity required for the test
functions allows for Dirac masses in t. For technical reasons this is however
not the case in our theorem).

The proof relies on Malliavin’s calculus and is implemented in the setting
of regularity structures. Using the Bouleau-Hirsch criterion, one has to show
that: 1) the random variable X of the statement is Malliavin differentiable,
2) the Malliavin derivative is almost surely non-degenerate. To carry out the
first task, we had to consider the equation with a noise shifted by an element
h in its Cameron-Martin space (a subset of L2 under our assumptions):

∂tu = ∆u− u3 + ξ + h , u(0, ·) = u0 (II.9)

and the associated tangent equation (formally obtained by differentiating u
w.r.t. h):

∂tv = ∆v − 3u2v + h , v(0, ·) = 0. (II.10)

To construct the solutions of these equations, one possibility is to enlarge
the model and to view h as another noise. This strategy was followed in [14]
for proving existence of densities for a generalised (PAM) equation, but it
would require to build by hand many different stochastic objects in the case
of Φ4

3. Another possibility is to view P ∗ h as an element of an L2-type
Besov space of modelled distributions and to set up fixed point arguments
in such spaces: this is the strategy we followed in [GL19]. Note that to
make sense of the cubic non-linearity applied to elements in L2 we relied on
the Embedding Theorem for spaces of modelled distributions presented in
Section II.2.

To carry out the second task, we worked with a backward representation
of the Malliavin derivative, namely for a given test function ϕ ∈ B1/2+κ

1,∞
supported in (0, T ) × T3, we considered w which is (formally) solution to

(−∂t − ∆)w = −3u2w + ϕ, w(T, ·) = 0 . (II.11)

It is possible to show that the non-degeneracy of the Malliavin derivative of
X is equivalent with proving the following implication(

〈w, h〉L2([0,T ]×T3) = 0 ∀h ∈ H
)

⇒ ϕ = 0,
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where H is the Cameron-Martin space associated to the noise. Using the
equation satisfied by w, a simple induction argument gives the implication

w = 0 ⇒ ϕ = 0,

so that when H is dense in L2 the result follows immediately. When the noise
is degenerate, we rely on our roughness assumption that allows to separate
contributions coming from different levels in the regularity structures and
show that w = 0 a.e., thus concluding the proof.
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Chapter III

The continuous Anderson model

In 1958 the physicist P.W. Anderson [6] proposed the operator −∆ + V on
Zd as a simplified model for the Hamiltonian of a quantum particle evolving
in a crystal: here the random disorder V models the impurities or defects
in the crystal.
The spectrum of −∆ on Zd is the interval [0, 4]. It contains no classical
eigenfunctions: the point component of the spectral measure is null. The
associated “eigenfunctions”, which are sine functions, therefore do not be-
long to `2(Zd), and are delocalised in the sense that their “`2 mass” does
not concentrate anywhere in space.
Anderson [6] argued that, for a strong enough disorder, parts of the spec-
trum of −∆ + V are made of classical eigenfunctions (the spectrum is pure
point there) which are exponentially localised in space. This phenomenon
is often referred to as Anderson localisation.
Physically, this produces a drastic change of behaviour for the wave func-
tion of the quantum particle: instead of diffusing in space, it remains in
bounded spatial regions if initially the state of the particle lied in the sub-
space spanned by the point component.

Let us emphasise here the mechanism at play in this random operator:
there is a competition between the Laplacian, that tends to spread the `2
mass of the eigenfunctions and, thus, to produce a continuous spectrum
with delocalised eigenfunctions, and the disorder V , that tends to localise
the eigenfunctions, and thus, to produce a point spectrum.

An important literature in the mathematics community is devoted to
establishing rigorously this phenomenon. The case where V = (V (k), k ∈
Zd) is a field of IID r.v. was extensively studied in the 80’s and 90’s, and
the general results [1, 28, 29, 47] that emerged are essentially twofold:

• In dimension d ≥ 1, the lower part of the spectrum is pure point and
the eigenfunctions are localised,

• In dimension d = 1, the whole spectrum is pure point and the eigen-
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functions are localised.

In the localised regime, the local statistics of the eigenvalues are often shown
to be Poissonian, see [55].

Some continuous versions of this operator, namely −∆ + V on Rd with
−∆ the continuous Laplacian, have been investigated. The case where V
is a smooth gaussian field was considered in [27], and a result analogous
to what is known in the discrete setting was established: in any dimension
d ≥ 1 the lower part of the spectrum is pure point.
In dimension d = 1, a very special setting was investigated by Gol’dscheid,
Molchanov and Pastur [32] in the seventies: their disorder V is taken to
be F (B(x)) where F is a positive smooth function and B is a stationary
Brownian motion on a compact manifold. They showed that the spectrum
is pure point and, later on, Molchanov [57] showed that the local statistics
are Poissonian: we will come back to these works in Subsection III.2.4.

The central object of this chapter is the operator −∆ + ξ where ∆ is
the continuous Laplacian and the disorder is taken to be a white noise ξ
on Rd. Since the white noise is a universal object that arises as the scaling
limit of fields of IID r.v. with finite variance, the corresponding operator
appears formally as a scaling limit of the discrete operators mentioned at
the beginning of this chapter. Actually, the intensity of the discrete disorders
has to be tuned appropriately: a scaling argument shows that the operator
−N2∆ +N

d
2V restricted to Zd ∩ [0, NL]d converges formally to −∆ + ξ on

(0, L)d. The intensity of the discrete disorder is therefore given by N
d
2 −2

and goes to 0 as N → ∞ whenever d ≤ 3. Therefore, it is not clear at
this point whether the operator −∆ + ξ on (0, L)d should have localised or
delocalised eigenfunctions since we are in a situation which is not covered
by the general results recalled above (the discrete disorder is vanishing).

Remark III.1. In dimension d ≥ 4, the prefactor N
d
2 −2 is constant or goes

to infinity, which means that we are in situations which should already be
very much localised. This is reflected in the fact that the corresponding
continuous operator does not fall in the scope of renormalisation theories (it
is not subcritical, see Remark II.1) as soon as d ≥ 4.

The mere definition of the operator −∆ + ξ, even in finite volume, is
actually far from being obvious due to the irregularity of the white noise. In
Section III.1, we will present results on the construction of the operator in
any dimension d ≤ 3. Section III.2 is devoted to the study of the spectrum
when d = 1. Section III.3 presents results on the stochastic Airy operator,
which shares similarities with the Anderson Hamiltonian in dimension 1,
and which arises in the study of gaussian β-ensembles.
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III.1 The continuous Anderson Hamiltonian
In this section, we set

HLf := −∆f + f · ξ ,

where f is a function on (0, L)d, ∆ is the continuous Laplacian and ξ is a
white noise on (0, L)d. We will sometimes omit writing the subscript L in
HL when it plays no role in the discussion.

Let us present briefly the reasons why the construction of H is non-
trivial. First of all, while Hf is well-defined whenever f is a smooth (say
C2) function, it never belongs to L2((0, L)d). Indeed, the product f · ξ is not
a function but only a distribution so that for Hf to belong to L2 one needs
a subtle cancellation to happen between −∆f and f · ξ, and this requires
−∆f itself not to be a function. Consequently the putative domain of H
does not contain any smooth function.

However, in dimension 1 Fukushima and Nakao [30] were able to con-
struct the operator H under Dirichlet b.c. Let us recall the main steps
of their construction (note that it can be adapted to cover other types of
boundary conditions). One starts by proving that the bilinear form

E(f, g) =
∫

∇f∇g +
∫
ξfg ,

is closed in H1
0 . This ensures that H1

0 , endowed with the inner product
E(·, ·) + λ(·, ·)L2 for some large enough λ > 0, is a Hilbert space: a classi-
cal representation theorem then allows to construct the resolvents. Due to
the compactness of the injection of H1

0 into L2, the resolvents are compact,
self-adjoint operators on L2 so that they are associated with a self-adjoint
operator H with pure point spectrum. This construction is completely deter-
ministic and applies to any potential ξ which is the distributional derivative
of a bounded function. Let us also point out that the construction does not
yield much information on the domain of H. However, one can guess that
any element f in the domain of H should locally behave like (−∆)−1ξ so
that the domain is made of random Hölder 3/2− functions.

In dimension 2 and above, the term
∫
ξfg is no longer well-defined for

f, g ∈ H1
0 , and it is possible to check that the bilinear form E is not closable.

In fact, the domain of the form itself is random: one needs to consider the
sum ∇f∇g + ξfg as a whole and hope for a cancellation to happen for its
integral to make sense.
Actually, an additional difficulty appears. Since any element in the domain
of H should behave locally like (−∆)−1ξ, the product ξ·(−∆)−1ξ arises when
applying the operator H to any element in its domain: while this distribution
is well-defined in dimension 1 by Young’s integration (recall that (−∆)−1

improves regularity index by 2), it falls out of the scope of deterministic
integration theories as soon as d ≥ 2. This term needs to be renormalised
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by subtracting some infinite constant exactly like for (PAM), see Section
II.1. Note that in dimension 3, there are other ill-defined products that
need to be renormalised.

This suggests the following procedure. Given a regularised potential ξε,
the corresponding operator −∆ + ξε is well-defined and its domain is H2

(up to the choice of boundary conditions). From the above discussion, this
sequence of operators does not converge as ε ↓ 0. Instead, one considers a
renormalised operator obtained by setting

Hε := −∆ + ξε + Cε .

for some appropriately chosen Cε. One then expects Hε to converge, in some
sense, to a limit that we call H.

Such a result was proven by Allez and Chouk [2] in dimension 2, and
under periodic boundary conditions. To give a meaning to the limiting op-
erator, they adopted the theory of paracontrolled distributions [36].
Later on, Gubinelli, Ugurcan and Zachhuber [37] performed a construction,
also based on paracontrolled distributions, of the operator in dimension 3
under periodic boundary conditions: they obtained several interesting func-
tional inequalities and solved semi-linear PDEs involving this Hamiltonian.
Roughly at the same time, we proposed a construction [Lab19] of the opera-
tor H in any dimension d ≤ 3 and for both Dirichlet and periodic b.c., using
the theory of regularity structures. Let us mention that Dirichlet b.c. is
required for approximation arguments: for instance, one would expect that
the behaviour of the operator on a large box is similar (in some sense) to
the “joint behaviour” of the same operator, endowed with Dirichlet b.c., on
disjoint sub-boxes.
Exactly like for (PAM) studied in Chapter II, in dimension d ≥ 4, none of
these theories apply anymore.

The main result of this section is the following. Let ρ be an even, smooth
function integrating to 1 and supported in the unit ball of Rd. Set ρε(·) :=
ε−dρ(·/ε) for any ε > 0, and consider the noise ξε obtained by convolving
white noise ξ with ρε.

Theorem III.2 ([Lab19]). In any dimension d ∈ {1, 2, 3} and under peri-
odic or Dirichlet b.c., there exists a self-adjoint operator H on L2((0, L)d)
with pure point spectrum such that the following holds. For some suitably
chosen sequence of constants Cε, as ε ↓ 0 the eigenvalues/eigenfunctions
(λε,n, ϕε,n)n≥1 of Hε converge in probability to the eigenvalues/eigenfunc-
tions (λn, ϕn)n≥1 of H.

This construction relies on the theory of regularity structures, and most
of the work consists in defining the resolvent operators through a fixed point
problem. Once these resolvent operators are constructed, it is possible to
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show that they are continuous (in some sense) w.r.t. the driving noise and
that they are compact and self-adjoint operators. The theorem then follows
from classical arguments. Let us give some more details on the construction.
The resolvent Ga = (H + a)−1 applied to some function g ∈ L2 should be
the fixed point of the map

f 7→ (−∆ + a)−1g − (−∆ + a)−1(f · ξ) . (III.1)

To deal with ill-defined products, this fixed point problem is lifted into an
appropriate regularity structure (essentially the same as the one required
to solve (PAM)). Since g ∈ L2, the natural setting for solving (III.1) is
an L2-type space. Therefore, we rely on Besov-type spaces of modelled
distributions introduced in [HL17], see Section II.2.

Let us explain the main difficulties coming from the boundary condi-
tions. Most of the PDEs solved with the theory of regularity structures
have been taken under periodic boundary conditions: this choice of b.c.
does not induce any specific difficulty in our setting. On the other hand,
if one opts for Dirichlet b.c. then the Green’s function of the Laplacian is
no longer translation invariant so that the construction of the model (in the
sense of regularity structures, see Section II.1) and the identification of the
renormalisation constants may become involved.

In a recent work [31] on parabolic SPDEs with b.c., Gerencsér and Hairer
presented a nice trick to circumvent this difficulty. Using the reflection
principle, one can write the Green’s function under Dirichlet b.c. as the sum
of the Green’s function on the whole space plus a series of shifted versions of
this same function. The singularities of these shifted Green’s functions are
localised at the boundary of the domain. Thus, one builds the model with
the (translation invariant!) Green’s function of the Laplacian on the whole
space, and one deals “by hand” with the remaining kernels. This last part
involves adding some weights near the boundary in the spaces of modelled
distributions. An important difficulty in the present case comes from the
interplay of these weights with the L2 setting.

The second main result on this operator presented in [Lab19] is an esti-
mate on the left tail of the distributions of the eigenvalues.

Theorem III.3 ([Lab19]). In the context of the previous theorem, for any
n ≥ 1 there exist two constants a > b > 0 such that for all x > 0 large
enough we have

e−ax2−d/2 ≤ P(λn < −x) ≤ e−bx2−d/2
. (III.2)

In dimension 1 and under periodic b.c., a much more precise result was
established by Cambronero, Rider and Ramírez [13] on the first eigenvalue:
they proved that for L = 1 the density of λ1 is given by

4
3π |x|e− 8

3 |x|3/2− 1
2 |x|1/2(1 + o(1)) , x → −∞ .
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In dimension 2 and under periodic b.c., this result was established by Allez
and Chouk [2] for the first eigenvalue - they also conjectured the present
result in dimension 3. As a corollary of Theorem III.3, one deduces that the
solution to (PAM)

∂tu = ∆u− u · ξ , x ∈ (0, L)d ,

has no moments in dimension 3, and has finite moments in dimension 2 up
to some finite time. Indeed, u(t, x) = e−tHu0(x) so that the moments of u
are related to the exponential moments of the eigenvalues of H.

The proof of Theorem III.3 essentially follows the strategy presented
in [2]. For simplicity, let us consider the operator on (0, 1)d since the size of
the domain does not play any role here and since L will be used as a scaling
parameter.
The key observation is the following: the n-th eigenvalue λn of the Anderson
hamiltonian on (0, 1)d coincides (up to a correction term due to renormalisa-
tion) with L2 λ̃n where λ̃n is the n-th eigenvalue of the Anderson hamiltonian
on (0, L)d with potential Ld/2−2ξ. Taking x � L2, we deduce that to ob-
tain (III.2) it suffices to bound from above and below the probability that
λ̃n < −c for some constant c > 0, uniformly over all large L.
The latter eigenvalue should be very close to 0 with large probability since
the noise term vanishes as L goes to infinity: hence λ̃n < −c should be
a large deviation event. In particular, to prove the lower bound, we build
some deterministic potential h whose n-th eigenvalue is less than −c and
then use the Cameron-Martin Theorem to estimate the probability that ξ̃
is close to h: in our context, this part requires to adapt some arguments
from [40, 42] on generalised convolutions encoded by labelled graphs.

Future directions. The construction of the operator opens the way to the
investigation of its spectral properties. In a recent work [17], Chouk and Van
Zuijlen determined the asymptotic behavior as L → ∞ of the first eigenvalue
of HL in dimension 2. In collaboration with Giuseppe Cannizzaro (Univ. of
Warwick) and Willem Van Zuijlen (TU Berlin) we have been working on
the fluctuations of this first eigenvalue in dimensions 2 and 3. It would also
be interesting to investigate the bulk of the spectrum of HL in dimension 2
and 3, using techniques from the literature on Schrödinger operators.
Note that the behaviour in dimension 1 is now well-understood, see the next
section.

III.2 Localisation of the Anderson Hamiltonian in 1-d
This section is devoted to the one dimensional setting and presents results
obtained in collaboration with Laure Dumaz on the behaviour of the eigen-
values/eigenfunctions of HL when L → ∞. We will always assume that the
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operator is endowed with homogeneous Dirichlet boundary conditions, see
Remark III.6 for other b.c. Before we present our results, we recall some re-
cent results in random matrices on the localisation/delocalisation transition
for the discrete Anderson Hamiltonian. Then, we provide a brief review of
previous results on HL. Finally Subsections III.2.3 and III.2.4 present the
results obtained with Laure Dumaz.

III.2.1 A motivating result coming from random matrices

Let us present some results contained in two works by Kritchevski, Valkó
and Virág [46] and Rifkind and Virág [68]. They considered the following
N ×N matrix

MN :=



2 + ξ(1) −1

−1 2 + ξ(2) −1

. . . . . . . . .

−1 2 + ξ(N)


where ξ(k), k = 1, . . . , N are IID r.v. This is nothing but the discrete Lapla-
cian −∆ plus a diagonal disorder ξ. We will denote by λk, k = 1, . . . , N the
eigenvalues of MN .
If the law of ξ does not depend on N , then in the limit N → ∞ the spectral
properties of this model fall into the scope of the general results on Ander-
son localisation recalled at the very beginning of this chapter: the whole
spectrum is made of localised eigenfunctions and the local statistics of the
eigenvalues are Poissonian. In some sense, the disorder is too strong: in or-
der to get delocalised eigenfunctions, one needs to scale down its amplitude.
To that end, let us take

ξ(k) = σ

Nγ
v(k) , k = 1, . . . , N ,

where v(k), k = 1, . . . , N are centered IID r.v. of variance 1 and σ > 0 is a
tunable parameter. Since the disorder is vanishing, the density of states of
MN is that of the discrete Laplacian −∆, namely:

lim
N→∞

1
N

N∑
k=1

δλk
(dE) = ρ(E)dE , a.s. ,

where
ρ(E) = 1

π
√
E(4 − E)

1{E∈(0,4)} .
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Kritchevski, Valkó and Virág [46] studied the local statistics of the eigen-
values in the bulk of the spectrum and showed that the transition between
the localised and delocalised regime happens when γ = 1/2. More precisely,
for any given energy E ∈ (0, 4) they showed that for γ = 1/2 the point
process

(Nρ(E)(λk − E))k=1,...,N ,

converges in law to a random point process that they called Schτ , with
τ = (σρ(E))2, and which is defined as follows

Schτ := {λ ∈ R : ϕλ/τ (τ) ∈ 2πZ} ,

where ϕλ is a collection of coupled SDEs

dϕλ(t) = λdt+ dB(t) + <
(
e−iϕλ(t)dW (t)

)
, ϕλ(0) = 0 ,

driven by a real Brownian motion B and an independent complex Brownian
motion W .

The point process Schτ interpolates between the localised and delocalised
regimes. Indeed, when σ is sent to ∞, the parameter τ goes to ∞ and the
point process Schτ converges in law to a Poisson point process (localised
regime). On the other hand, when σ is sent to 0, the parameter τ goes to 0,
and the point process Schτ converges to a deterministic point process that
corresponds to the eigenvalues of the discrete Laplacian (delocalised regime).
Actually, these two statements are not written explicitly in the literature,
but they can be derived by adapting arguments in [3] for instance.

In [68], the scaling limit of the eigenfunctions of MN , in the regime γ =
1/2 studied in [46], was obtained. They showed that, under an appropriate
rescaling, these eigenfunctions converge in law to

ϕ(t) = 1
Z

exp(− 1√
2
Bt−U − 1

4 |t− U |) , t ∈ [0, 1] , (III.3)

where U is a uniform r.v. on [0, 1], B is an independent two-sided Brownian
motion and Z is a random constant. In other words, the eigenfunctions
corresponding to the point process Schτ are delocalised.

As explained at the beginning of the chapter, the operator −∆ + ξ on
(0, 1) is the formal scaling limit of the random matrix N2MN with γ = 3/2
and σ = 1. It can be checked that to obtain the operator on (0, L) one needs
to take N2MNL with γ = 3/2 and σ = L3/2. Consequently, for fixed L the
operator −∆ + ξ should be delocalised. However, by sending L → ∞ on the
continuous operator one can hope to recover a localised regime. Answers to
these questions are provided in Subsections III.2.3 and III.2.4.
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III.2.2 Existing results on the continuous Anderson Hamiltonian

Recall that in dimension 1, the operator HL does not need renormalisation.
Note also that the noise ξ can be seen as the distributional derivative of a
Brownian motion B. By the result of Fukushima and Nakao [30] recalled
in Section III.1, the operator has a pure point spectrum of multiplicity one
bounded below: we will denote by λ1 < λ2 < . . . the successive eigenvalues,
and by ϕk the corresponding eigenfunctions normalised in L2.
Halperin [43] and later on Fukushima and Nakao [30] showed that the op-
erator admits an integrated density of states:

N(E) := lim
L→∞

#{ eigenvalues of HL ≤ E}
L

,

where the convergence is almost sure. This quantity is given by the explicit
formula

N(E) =
(√

2π
∫ ∞

0
u−1/2e− 1

6 u3−2Eudu
)−1

.

A meaningful quantity is the derivative of N , usually called the density
of states: n(E) = dN(E)/dE. Roughly speaking, for large L, the typical
spacing between two consecutive eigenvalues of HL lying near E is of order
1/(Ln(E)). Simple computations yield the following asymptotics:

n(E) ∼ 1
2π

√
E
, E → +∞ ,

and

n(E) ∼ 4|E|
π

e− 8
3 |E|3/2

, E → −∞ .

Note that the deterministic operator −∆ admits an integrated density of
states given by E 7→

√
E/π so that the two spectra behave similarly at +∞,

see Figure III.1. In some sense, the noise perturbs only the lower part of the
spectrum: our results presented below provide a rigorous statement in that
direction.

In a short article [54] written in 1994, McKean obtained the asymptotic
behaviour of the smallest eigenvalue λ1 of HL when L → ∞. He showed that
there exists a deterministic function aL, which is equivalent to (3

8 lnL)2/3

when L → ∞, such that the following convergence in distribution holds

−4
√
aL(λ1 + aL) ⇒ Gumbel law , L → ∞ .

Note that λ1 fluctuates in a tiny window of order (lnL)−1/3 around −aL.
Note also that this convergence is in line with the asymptotic behaviour of
the integrated density of states: indeed N(aL) is roughly of order 1/L.
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Figure III.1: Density of states of HL (plain line) and of −∆ (dashed line).

III.2.3 Bottom of the spectrum

With Laure Dumaz, we first investigated the bottom of the spectrum of HL.
To state the results, we need to introduce some notations. Let Uk be the
point in (0, L) where |ϕk| reaches its maximum (if there are several points,
then choose one arbitrarily). We also need to rescale the eigenfunctions onto
(0, 1) by setting mk(dx) = Lϕ2

k(Lx)dx, which is a probability measure on
(0, 1).

Theorem III.4 ([DL19b]). We have the following convergence1 in law

(
4
√
aL(λk + aL), Uk/L,mk

)
k≥1

=⇒
(
λ∞

k , U
∞
k , δU∞

k

)
k≥1

, L → ∞ ,

where (λ∞
k , U

∞
k )k≥1 are the atoms of a Poisson point process on R × (0, 1)

of intensity exdxdu.

This result shows that the eigenvalues, in the fluctuation scale of McK-
ean, converge to a Poisson point process: the intensity of this process being
of course coherent with the Gumbel law obtained by McKean for the first
eigenvalue. The result also shows that the eigenfunctions converge to Dirac
masses, located at IID uniform points which are independent from the lim-
iting eigenvalues.

A natural subsequent question is to determine the localisation length
of the eigenfunctions. The following result shows that this length is of or-
der (lnL)−1/3 and that the limiting shape of the eigenfunctions and of the
driving Brownian motion, near the localisation centers, is deterministic.

1The topology that we consider on sequences is the product topology; as a consequence,
this result only concerns the bottom of the spectrum of HL.
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Theorem III.5 ([DL19b]). For any k ≥ 1, the following pair of processes

hk(x) :=
√

2
a

1/4
L

∣∣∣ϕk

(
Uk+ x

√
aL

)∣∣∣ , bk(x) = 1
√
aL

(
B

(
Uk+ x

√
aL

)
−B(Uk)

)
, x ∈ R ,

converges in probability, locally uniformly in space, to the following pair of
deterministic processes

h(x) := 1
cosh(x) , b(x) = −2 tanh(x) , x ∈ R .

U5

U3 U1

U4
U2

1/ ln(L)1/3

L0 z1 z2 z3 z4

Figure III.2: A very schematic plot of the fifth eigenfunction ϕ5 (blue plain
line). The main peak lies at U5, while near Ui, for every i < 5, the eigenfunc-
tion has peaks of smaller order. Observe that the height of the peak near Ui

decays exponentially with the distance |Ui −U5|. Red dots correspond to the
zeros of the eigenfunction. The red dashed line illustrates the exponential
decay of the eigenfunction.

We actually obtain more information on the eigenfunctions: let us de-
scribe informally the results (precise statements can be found in [DL19b]).
For any k ≥ 1, the k-th eigenfunction decays exponentially from its local-
isation center at rate √

aL: in other words, |ϕk(x)| is roughly bounded by
Ce−√

aL|x−Uk|, see Figure III.2.
Moreover, the k − 1 zeros of ϕk (excluding those at the boundaries) are
very close to the localisation centers of the k − 1 first eigenfunctions. In
addition, |ϕk| admits local maxima near the localisation centers of the k− 1
first eigenfunctions with a deterministic shape given by the inverse of a
hyperbolic cosine. This is illustrated on Figure III.2.

Remark III.6. The results are stated for homogeneous Dirichlet b.c., but
also hold for homogeneous Neumann b.c. Actually, one can couple the

61



Chapter III. The continuous Anderson model

two versions of the operators associated to these two b.c., and it turns out
that the limiting r.v. are almost surely the same: namely, λ∞

k and U∞
k are

a.s. the same for the two b.c. This can be generalised to any Robin b.c.,
that is, boundary conditions of the form ϕ′(0)/ϕ(0) = −ϕ′(L)/ϕ(L) = α ∈
(−∞,∞].

At a technical level, our proof relies extensively on the Riccati transform
which is defined as follows. Suppose ϕ satisfies ϕ(0) = 0 and −ϕ′′ +ξϕ = λϕ
on (0, L). Then, it can be checked that the process Y (t) = ϕ′(t)/ϕ(t) satisfies

dY (t) = (−λ− Y 2(t))dt+ dB(t) , Y (0) = +∞ .

For (λ, ϕ) to be an eigenvalue / eigenfunction pair of HL, it is necessary and
sufficient that ϕ(L) = 0, which is equivalent with Y (L) = −∞.
Consequently, by studying the coupled collection of SDEs

dXa(t) = (a−Xa(t)2)dt+ dB(t) , Xa(0) = +∞ ,

one identifies the set of eigenvalues as the set of values −a such that Xa(L) =
−∞. Note that the lowest eigenvalues of HL are typically negative and are
expected to go to −∞ as L → ∞, so that, the meaningful parameters a in
the study of the bottom of the spectrum of HL are positive and very large.

Remark III.7. The Riccati transform is nothing but the Hopf-Cole transform!
Indeed, Y is the logarithmic derivative of ϕ and the map ϕ 7→ Y sends a
multiplicative equation onto an additive equation (w.r.t. the noise). In this
context, the Hopf-Cole transform is applied in the converse direction than
for the KPZ equation.

A typical realisation of Xa, for a large a > 0, comes down from +∞
quickly and oscillates for a long time around the stable equilibrium point
x =

√
a of its potential Va(x) = x3/3−ax. From time to time, an exceptional

excursion away from
√
a brings the diffusion to the unstable equilibrium

point x = −
√
a: from that point, it either explodes quickly to −∞ or comes

back quickly to a neighbourhood of x =
√
a. If it explodes to −∞, then it

restarts immediately from +∞.
To prove the above theorems, we performed a detailed analysis of this

family of diffusions. A crucial observation is that the Riccati transforms
of the eigenfunctions do not behave like typical solutions Xa of the above
SDE. To illustrate this, let us consider the Riccati transform Y1 of the first
eigenfunction ϕ1. We show that Y1 behaves like a typical diffusion Xa up
to a random time (of order L) at which it reaches the unstable equilibrium
point x = −

√
a, and then, it oscillates around that point until time L. Since

−
√
a is unstable, these oscillations are very unlikely for the diffusion.

The reason for this atypical behaviour of Y1 can be easily explained. If one
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Figure III.3: Simulation of Y1 (in black) and of two diffusions Xa (in red)
and Xa′ (in blue) with a < −λ1 < a′. The three processes are close to
each other up to the random time at which Xa explodes: from that time
on, monotonicity does not provide control on Y1 and we then rely on the
backward diffusions. Note that Y1 is typical w.r.t. the forward diffusions up
to the aforementioned random time, and is then typical w.r.t. the backward
diffusions.

applies the Riccati transform backward in time, then one gets a process
Ŷ (t) = ϕ′(L− t)/ϕ(L− t) that satisfies

dŶ (t) = (λ+ Ŷ 2(t))dt− dB(L− t) , Ŷ (0) = −∞ .

The associated process X̂a is equal in law to −Xa: its stable equilibrium
point is at x = −

√
a and x = +

√
a is an unstable equilibrium point.

Our strategy of proof relies on the monotonicity of these collections of dif-
fusions, and consists in controlling the Riccati transform forward in time
with the forward diffusions Xa, see for instance Figure III.3, and backward
in time with the diffusions X̂a: a (huge) number of technical estimates on
typical realisations of these two sets of diffusions then provide controls on
Y1, which turn out to be atypical for both sets of diffusions.

III.2.4 From the bulk to the top of the spectrum

The subsequent results are taken from an article [DL19a] in collaboration
with Laure Dumaz and which is still in preparation. They concern the
behaviour as L → ∞ of three distinct regions of the spectrum of HL. While
the previous subsection focused on the bottom of the spectrum, here we
investigate eigenvalues higher within the spectrum. Recall that n(E) is
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the density of states, so that, when looking at the local statistics of the
eigenvalues point process around E, the natural scaling is to zoom in at
scale Ln(E).

First, we look at the bulk of the spectrum, that is, at eigenvalues of order
1 uniformly over L.

Theorem III.8 (Bulk of the spectrum, [DL19a]). Fix some E ∈ R. Then, the
point process

QE(dx) :=
∑
i≥1

δL n(E)(λi−E)(dx) ,

converges in law to a Poisson point process on R of intensity dx as L → ∞.
Furthermore, the associated eigenfunctions decay exponentially with a rate
of order 1.

This result probably implies Anderson localisation in the sense that the
operator −∆ + ξ on R has pure point spectrum and its eigenfunctions are
exponentially localised. However, the construction of the operator −∆ + ξ
on the full space is not trivial and has not been performed2 yet.
Technically, this result is inspired by a series [32, 56, 57] of works by Molchanov
and co-authors on a relative of the present operator in which ξ is replaced
by F (B) for some smooth function F and some stationary Brownian motion
B on a compact manifold. In particular, in [57] it is proven that the local
statistics of the spectrum of the latter operator are Poissonian. A crucial
formula in that work, that we adapted to our case, allows to express lo-
cal statistics of the spectrum in terms of a concatenation of forward and
backward diffusions.

Remark III.9. We were not able to understand the final argument of [57,
Section 10 and 11] that shows that the local statistics of the spectrum are
Poissonian. In [DL19a] we present a different approach based on the study
of diffusions that allows to identify the law of these statistics.

Second, we consider the region of the spectrum where eigenvalues are
of order L. Therein, the density of states n(E) is of order 1/

√
L. We

show that in the scaling limit L → ∞, we recover the point process Schτ

introduced by Kritchevski, Valkó and Virág, whose definition was recalled
in Subsection III.2.1. This result identifies the critical regime where the
transition localisation/delocalisation occurs.

Theorem III.10 (Critical regime, [DL19a]). Assume that E = E(L) ∼ αL
for some α > 0. Then, the point process

QE(dx) :=
∑
i≥1

δ√
L/α(λi−αL)−{2

√
αL3/2}2π

,

2We were informed by Massimiliano Gubinelli and Baris Ugurcan that they have been
working on the construction of this operator on Rd for d ≤ 3.
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converges to the point process Sch1/α introduced in [46]. Here {x}2π denotes
the unique element y ∈ [0, 2π) such that x = y modulo 2π.

Actually, we also prove the joint convergence of these rescaled eigenvalues
with the appropriately rescaled eigenfunctions towards a point process whose
first marginal is Sch1/α and whose second marginal involves the law of the
exponential of a Brownian motion plus drift as in (III.3).

Finally, we show that right above this critical region, that is, for eigen-
values much larger than L, the point process becomes, at first order, deter-
ministic and coincides with the point process of eigenvalues of −∆.

Theorem III.11 (Top of the spectrum, [DL19a]). Assume that E = E(L) �
L. Then, the random measure QE −Q̄E converges in law to the null measure,
where

QE(dx) :=
∑
i≥1

δ L√
E

(λi−E)(dx) , Q̄E(dx) :=
∑
i≥1

δ L√
E

(λ̄i−E)(dx) ,

and (λ̄i)i≥1 are the eigenvalues of the deterministic operator −∆ on [0, L].

Future directions. The above results do not provide a complete picture
of the spectrum of HL. We expect that the region in between the bulk
and the critical regime behaves very much like the bulk, except that the
rate of exponential decay of the eigenfunctions should be of order 1/E: in
particular, when we approach the critical regime, that is when E → L, we
recover delocalised eigenfunctions. Technically almost all our arguments for
the bulk apply in that case, the only missing point is an estimate on the
rate of convergence to equilibrium of a degenerate diffusion on the circle.
We have some first results towards this convergence.
The region in between the bottom and the bulk should give rise to a Poisson
point process for the eigenvalues, and we expect the eigenfunctions to decay
exponentially at rate

√
|E|. Note that this is consistent with our result

on the bottom of the spectrum. However, this regime is more involved
technically and it is not clear that we will be able to treat that case.

We also intend to have a neater picture of the scaling behaviour of the
spectrum of the matrix MN from Subsection III.2.1. We have conjectured
the localisation/delocalisation transition according to the strength of the
disorder and the region in the spectrum where one is zooming in.

A natural research direction is now to investigate the asymptotic be-
haviour of the (PAM) in dimension 1 starting from a Dirac mass at time
0. The localisation phenomenon observed at the bottom of the Anderson
Hamiltonian should imply an intermittency phenomenon for the (PAM): at
any large time t > 0, the solution of the (PAM) is essentially carried on a
few islands corresponding to the “supports” of the main eigenfunctions of
the Anderson Hamiltonian restricted to a t-dependent ball.
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III.3 The stochastic Airy operator at large temperature
This section is devoted to presenting a result [DL19c] obtained in collabo-
ration with Laure Dumaz on the bottom of the spectrum of the Stochastic
Airy Operator when the temperature 1/β is sent to ∞. We start by recalling
the connection of this operator with the β-ensembles.

The (Gaussian) β-ensemble is the law of N interacting particles µ1 >
. . . > µN given by the density:

1
Zβ

N

∏
i<j

|µi − µj |βe− β
4

∑N

i=1 µ2
i , (III.4)

where β > 0 is an inverse temperature and Zβ
N is a partition function. In

the special cases β = 1, 2 and 4, this measure coincides with the law of the
eigenvalues of the Gaussian Orthogonal, Unitary and Symplectic ensembles.
However, the connection with random matrices is not restricted to these
three particular values of β: Dumitriu and Edelman [25] showed that for
any β > 0, one can build a symmetric, tridiagonal random matrix whose
eigenvalues distribution is given by (III.4).

The repulsion between particles increases with the parameter β: in par-
ticular, for fixed N and β goes to 0, the particles, multiplied by

√
β, converge

in law to N IID Gaussian random variables. The behavior of these ensem-
bles when N goes to infinity and the inverse temperature β is sent to zero
has been the subject of recent works. In [9] the regime where N goes to
infinity and β goes to 0 but Nβ remains constant is considered: the local
statistics in the bulk of the spectrum are shown to converge to a Poisson
point process. In [62] an alternative proof of this convergence is presented
and the intensity measure of the Poisson point process is given explicitly.
Let us also cite the work [64] where it is shown that for Nβ → 0 the bottom
of the spectrum, properly rescaled, converges to a Poisson point process.

The result that we will present focuses on the case where N is sent to
infinity first, and then β is sent to 0, so that, informally, we are in the regime
Nβ → ∞. The first step in that direction (sending N to infinity and keeping
β > 0 fixed) is a result of Ramírez, Rider and Virág [65] that we now recall.

The scaling limit of the edge of the β-ensemble, in the regime where
N goes to infinity and β > 0 is fixed, was obtained in [65]. They showed
that for any k ≥ 1, the k-dimensional vector

(
N1/6(2

√
N − µi); i = 1 . . . k

)
converges in distribution to the k lowest eigenvalues of the following random
operator called Stochastic Airy Operator (SAO)

Aβf = −∂2
xf + xf + 2√

β
ξf , x ∈ (0,∞) , (III.5)

endowed with homogeneous Dirichlet boundary condition at f(0) = 0. The
potential ξ appearing in this operator is a white noise on (0,∞). It was
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shown in [65] that this operator is self-adjoint in L2(0,∞) with pure point
spectrum µ1 < µ2 < . . . of multiplicity one. The corresponding eigenfunc-
tions (ψk)k≥1, normalized in L2(0,∞), are Hölder functions of regularity
index 3/2−.

In [4], the asymptotic behavior as β ↓ 0 of the first eigenvalue µ1 of
Aβ was studied: using a representation (originally introduced in [65]) of
the eigenvalues / eigenfunctions in terms of a family of time-inhomogeneous
diffusions, it was shown that µ1 ∼ −cβ where

cβ :=
( 3

2β ln 1
πβ

)2/3
,

and that −β√
cβ(µ1 +cβ) converges to a Gumbel law. They also conjectured

in that article that the joint law of the lowest eigenvalues converges to a
Poisson point process.

In [DL19c], we prove this conjecture. Actually, we obtain a complete de-
scription of the bottom of the spectrum of Aβ when β ↓ 0, which is similar
to our result [DL19b] on the Anderson Hamiltonian. Indeed we show that
the properly rescaled eigenvalues converge to a Poisson point process with
explicit intensity, and that the eigenfunctions converge to Dirac masses lo-
calized at IID points with exponential distribution. Furthermore, we obtain
a precise description of the microscopic behavior of the eigenfunctions near
their localization centers.

To state precisely the results, we let Ek be the first point in (0,∞)
where |ψk| reaches its maximum. We also build probability measures on
(0,∞) from the rescaled eigenfunctions:

mk(dx) := 1
β

√
cβ
ψ2

k

( x

β
√
cβ

)
dx , x ∈ (0,∞) .

Our first main result is the following.

Theorem III.12 ([DL19c]). As β ↓ 0, we have the following convergence in
law (

β
√
cβ(µk + cβ), Ekβ

√
cβ,mk

)
k≥1

=⇒
(
Λk, Ik, δIk

)
k≥1

,

where (Λk, Ik)k≥1 are the atoms of a Poisson point process on R × R+ with
intensity exe−tdx⊗ dt.

A natural question was then to determine the length scale of localiza-
tion, together with the behavior of the eigenfunctions near their localization
centers. This is the content of the next result, which relies on the following

67



Chapter III. The continuous Anderson model

notations. We set for x ∈ R

hk,β(x) :=
√

2
c

1/4
β

∣∣∣ψk

(
Ek + x

√
cβ

)∣∣∣ ,
bk,β(x) := (β/4)1/6

√
cβ

(
W

(
Ek + x

√
cβ

)
−W

(
Ek

))
,

where W (x) :=
∫ x

0 ξ(dy). We also define h(x) = 1/cosh x and b(x) =
−2 tanh(x) for all x ∈ R.

Theorem III.13 ([DL19c]). For every k ≥ 1, the random processes hk,β , bk,β

converge to h, b in probability locally uniformly on R.

The situation is very similar to the bottom of the spectrum of the Ander-
son Hamiltonian, presented in Subsection III.2.3. To explain the connection
between these two operators, let us first say that instead of Aβ we consider
the equivalent operator

Lβf = −f ′′ + β

4xf
′ + ξf , x ∈ (0,∞) ,

with f(0) = 0. It is indeed equivalent to consider this operator since its
eigenvalues/eigenfunctions (λk, ϕk)k can be coupled with those of Aβ in the
following way:

λk = (β/4)2/3µk , ϕk(x) = (β/4)1/6ψk(x(β/4)1/3) , x ∈ (0,∞) .

This transformation was already introduced in [4]. Let us now explain the
connection with the Anderson Hamiltonian.

If one splits the domain [0,∞) into (appropriately chosen) disjoint in-
tervals [tj , tj+1) and considers the restricted operators

Lj
βf = −f ′′ + β

4xf
′ + ξf , x ∈ (tj , tj+1) ,

endowed with Dirichlet b.c., then we show that the bottom of the spectrum
of Lβ can essentially be read off the bottoms of the spectra of the Lj

β’s.
Now, as β ↓ 0, we see that the term β

4x is roughly constant (if the interval
(tj , tj+1) is small enough compared to 1/β) so that the operator Lj

β looks
very much like the Anderson Hamiltonian shifted by the constant β

4 tj .
Our proof exploits this fact extensively. As for the Anderson Hamilto-

nian, it is carried out at the level of the Riccati transform which, in the case
of Lβ, yields the following family of diffusions

dZa(t) =
(
a+ β

4 t− Z2
a(t)

)
dt+ dB(t) , Za(0) = +∞ .
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This family of diffusions was already thoroughly studied in [65, 4]. How-
ever, an important tool in our analysis - as in the case of the Anderson
Hamiltonian - is the so-called backward diffusions. Indeed, we show that
there exists a unique process satisfying

dẐa(t) =
(
a+ β

4 t− Ẑ2
a(t)

)
dt+ dB(t) , Za(+∞) = −∞ ,

and that −a is an eigenvalue of Lβ if and only if Ẑa(0) = +∞. We refer
to [DL19c, Sec 3].

Building on these backward diffusions, we adapted the strategy of [DL19b]
to control the Riccati transforms of the eigenfunctions both forward and
backward in time. Technically, the diffusions Za and Ẑa are more difficult to
deal with than the diffusions Xa and X̂a since they are time-inhomogeneous
and therefore do not admit a stationary measure. However, by setting up
an appropriate approximation scheme one can obtain controls on the former
using the knowledge on the latter from [DL19b].
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Résumé

Ce mémoire d’HDR s’articule en trois

parties :

• les systèmes de particules. Le

coeur de cette partie consiste

en une étude systématique du

processus d’exclusion simple

sur le segment à N sites (limites

hydrodynamiques, fluctuations,

temps de mélange) en fonction

de l’asymétrie imposée sur les

taux de sauts.

• les EDP stochastiques sin-

gulières. Cette partie présente

des résultats analytiques

sur les espaces fonctionnels

mis en jeu dans la théorie

des structures de régularité

d’Hairer, ainsi que des résul-

tats sur la construction d’EDP

stochastiques singulières en

volume infini à l’aide de cette

théorie.

• le modèle d’Anderson continu.

On s’intéresse dans cette

partie à l’étude d’opérateurs

de Schrödinger aléatoires

continus, notamment aux

propriétés de leurs spectres

(lois des valeurs propres, lo-

calisation/délocalisation des

fonctions propres).

Mots Clés

Processus d'exclusion, équation de

Burgers, équation KPZ, Temps de

mélange, Cutoff, structures de régu-

larité, théorèmes d'Embedding, mod-

èle d'Anderson parabolique, localisa-

tion d'Anderson, renormalisation.

Abstract

This habilitation thesis is made of

three chapters:

• Particle systems. The main

contribution consists in a com-

prehensive study of the sim-

ple exclusion process on a lin-

ear segment of N sites (hy-

drodynamic limits, fluctuations,

mixing times) according to the

asymmetry imposed on the

jump rates.

• Singular stochastic PDEs. This

chapter presents analytical re-

sults on the functional spaces

that are involved in the theory of

regularity structures of Hairer,

as well as constructions of sin-

gular stochastic PDEs in infinite

volume using this theory.

• The continuous Anderson

model. We study random con-

tinuous Schrödinger operators,

with a particular emphasis on

the properties of their spectrum

(laws of the eigenvalues, lo-

calisation/delocalisation of the

eigenfunctions).

Keywords

Exclusion process, Burgers' equa-

tion, KPZ equation, Mixing times,

Cutoff, Regularity structures, Embed-

ding theorems, parabolic Anderson

model, Anderson localisation, Renor-

malisation.
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