Definition : generator

Definition (4.1)

ExXE—R
Let E at most countable. We say Q@ : { . is a

(x,¥) = axy
generator iff for any x € E,
(a) gx = —gx ER_
(b) for any y # x, qxy € rry,

(C) ZyGE Axy = 0.

Continuous-time chains : definition



Definition : associated kernel

Definition (4.2)
To a generator @ we associate the transition kernel I such that for
any x # y,

M.
N(x,y) = 9~ it gx >0
0ifge=0

and for any x € E,

0if g >0
lifge=0
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Definition : decomposition of trajectory for E-valued
cadlag continuous-time process

Definition (4.3)

To a continuous-time cadlag E-valued process (X¢, t > 0) we
associate

(i) Yo, Y1, ... the successive values taken by X in E.

(i) S1,S2,... the (nonnegative) holding times spent by X
at each of these values.

(iii) 1 = S1,J0 =51+ S2, /3 = S + S3, ... the successive
jump times of X, so that, setting Jp := 0, X; = Yk
for any t € [Jx, Jkr1[-

(iv) ¢ = anl S, = lim,_o0 Jo» € Ry is the explosion
time of X.
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Remarks on this decomposition

Remark 1 : It is possible that for some ng € N*, S, = 400, that is
X jumps only finitely many times. Then X takes only finitely many
successive values. Wether or not ( Yi)k>no+1, (Sk)k>n, are defined
is irrelevant to describe the trajectory of X in that case.

Remark 2 : Whenever ( < oo the above only describes the
trajectory of X up to time (. From now on, when we want to work
with a process defined on the full time line, we shall, by default,
consider the minimal version of the process. More precisely, we add
a cemetary point T to the state space, and consider the minimal
process X (i.e. the process killed at time ¢) with values in E U {1},
defined by

)?t:Xtat<C7 )%t:Tut2<

With a slight abuse we may forget the ™ in further notation.
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Definition : Continuous-time Markov chain

Definition (4.4)

We say X is (the minimal version of) a continuous-time Markov
chain with generator Q, started at A, and write X is Markov (A, Q)
iff
(i) (Yn)n>0 is (discrete-time) Markov (A, ).
(i) For any n € N*, conditionally given
{Y() = X0, Y]_ = X1, -0y Yn—l = Xn—l}: (51, ceuy Sn) are
independent exponential variables with respective
parameters qy,, ..., Gx, ;
(i) Xe =1, t>¢
We write Py for the law of the above X, and use P as shorthand
for Ps, .

Remark : The notation Markov(\, R) may refer to a discrete or
continuoust-time chain, which kind is determined by R being a
kernel or a generator (these can not be confused : for any x,
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An example on E = {1,2,3}

Consider the continuous-time chain on {1, 2,3} with generator

Note that the corresponding transition kernel is given by

0 1/2 1/2
n=|(2/3 o 1/3
1/4 3/4 0

Of course @ is fully determined by g,,,x # y, so we may represent
the chain via the following diagramm (for any x, y such that
gxy > 0, we draw an arrow from x to y with the label g,y ).
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An example on E = {1,2,3}
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An example : description of a possible path

By definition, a trajectory can be decomposed into the successive
values (Yp, Y1,...) and the corresponding holding times (51, S», ...).
If the chain starts at 3, say, then, since g3 = 4, it waits there for
S1 ~ exp(4) before it jumps according to the kernel 1, that is, at
time Sy, it goes to 1 with probability 1/4, and otherwise to 2.
Let's say it goes to 2 at time S;. Then it waits there a time

S ~ exp(3) then it jumps according to [1, that is, to 1 with
probability 2/3 and otherwise to 3, etc...

It is in fact quite easy to express the probability of so-called
cylinder events, e.g. :

PM(YO =3,Y1=2,Y,=1,51>1t,5 > t,5 > t3)
= p(3)N(3,2)M(2,1) exp(—qst1) exp(—qat2) exp(—qit3)
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An easy example

As we will prove with much more generality in the following slides,
the chain satisfies the simple Markov property.

For example, this means that given {X; = 3}, the law of

(Xs4t,t > 0) is Markov(d3, Q). Indeed, for any n € N, given that
the chain has jumped exactly n times before time s and is at state
3 at time s, it will remain at s for the time §n+1 =Sn+1—(s—5Sn).
However, we are precisely conditioning on {S,+1 > s — S,}, so the
memoryless property of the exponential distribution guarantees
that the law of §,,+1 remains exponential with parameter 4. Then,

@ values taken after time s are given by Y,, =3, Y11, Yoio...
which is discrete Markov (43, ).
o Conditionally given these values, further waiting times

Sn+1,Sn+2, Snts, ... are independent exponentials with
respective parameters 4, qy, .., qy,,,, -
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