
Strong Markov property

Theorem (4.1)

Let X be Markov (λ,Q), Ft := σ(Xu, u ≤ t), and assume T is a
(Ft)t≥0 stopping-time. Let
FT = {A ∈ F : ∀t ≥ 0 A ∩ {T ≤ t} ∈ Ft}. Conditionally given
{T <∞,XT = x}, (XT+t , t ≥ 0) is Markov (δx ,Q), independent
of FT .

Remark 1 : Simple Markov property corresponds to the case when
T is a deterministic time, say T = s. Then FT = Fs , and the
above ensures that conditionally given {Xs = x}, (Xs+t , t ≥ 0) is
Markov (δx ,Q), independent of Fs .

Remark 2 : Often this property is stated with a conditioning on
{T < ζ,XT = x}. Here it does not change anything because we
have choosen to work with the minimal version of the process.
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Proof of simple Markov property

Fix s ≥ 0. The first key observation is that, thanks to the
memoryless property of the exponential distribution, the law of
Sn+1 − s given {Yn = x , Sn+1 > s} is exactly an exponential
distribution with parameter qx .
It follows that

P(Sn+1 − s > t | Jn ≤ s < Jn+1,Yn = x) = exp(−qx t).

Continuous-time chains : Markov



Proof of simple Markov property

Moreover, on the event {Jn ≤ s < Jn+1}, it is clear that the
decomposition of the trajectory of (X̃t := Xs+t , t ≥ 0) is given by
(Ỹk = Yn+k , k ∈ N), and (S̃1 = Sn+1 − s, S̃k = Sn+k , k ≥ 2).
It follows we can prove the property at least for cylinder events :
for y0, ..., yn, ỹ0, ..., ỹk states in E , and t1, ..., tn, t̃1, ..., t̃k
nonnegative reals, it is straightforward to deduce from the simple
Markov property for the discrete-time chain Y , and the above
observation, that

Pλ
(
{Y0 = y0, ...,Yn = yn,S1 > t1, ...,Sn > tn}
∩{Jn ≤ s < Jn + 1} ∩ {Xs = x}
∩{Ỹ0 = ỹ0, ..., Ỹk = ỹk , S̃1 > t̃1, ..., S̃k > t̃k}

)
= Pλ

(
{Y0 = y0, ...,Yn = yn,S1 > t1, ...,Sn > tn}
∩{Jn ≤ s < Jn + 1} ∩ {Xs = x}

)
×Px ({Y0 = ỹ0, ...,Yk = ỹk ,S1 > t̃1, ...,Sk > t̃k}) .
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Proof of simple Markov property

Since events of the form
{Y0 = y0, ...,Yn = yn, S1 > t1, ...,Sn > tn} clearly generate
Gn := σ(Y0, ...,Yn,S1, ...,Sn), we deduce from the above that for
any An ∈ Gn,

Pλ
(
An ∩ {Jn ≤ s < Jn + 1} ∩ {Xs = x}
∩{Ỹ0 = ỹ0, ..., Ỹk = ỹk , S̃1 > t̃1, ..., S̃k > t̃k}

)
= Pλ (An ∩ {Jn ≤ s < Jn + 1} ∩ {Xs = x})
×Px ({Y0 = ỹ0, ...,Yk = ỹk ,S1 > t̃1, ...,Sk > t̃k}) .
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Proof of simple Markov property

The second key observation is that the trajectory of the chain up
to time s on the event {Jn ≤ s < Jn+1} requires only the
knowledge of Y0, ...,Yn−1,S1, ...,Sn. More rigourously, we claim
that if A ∈ Fs , then A ∩ {Jn ≤ s < Jn+1} = An ∩ {Jn ≤ s < Jn+1}
for some An ∈ Gn. Indeed

Gs :=

{
A ∈ Fs ∀n ∈ N ∃An ∈ Gn :

A ∩ {Jn ≤ s < Jn+1} = An ∩ {Jn ≤ s < Jn+1

}
.

is a sub-sigma-algebra of Fs , and for any n it contains events of
the form
{Y0 = y0, ...,Yn = yn,S1 > t1, ...,Sn > tn} ∩ {Jn ≤ s < Jn + 1},
which generate Fs , hence Gs = Fs .
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Proof of simple Markov property

We deduce from the above that for any A ∈ Fs ,

Pλ
(
A ∩ {Jn ≤ s < Jn + 1} ∩ {Xs = x}
∩{Ỹ0 = ỹ0, ..., Ỹk = ỹk , S̃1 > t̃1, ..., S̃k > t̃k}

)
= Pλ (A ∩ {Jn ≤ s < Jn + 1} ∩ {Xs = x})
×Px ({Y0 = ỹ0, ...,Yk = ỹk ,S1 > t̃1, ...,Sk > t̃k}) .

By summing over n ∈ N we reach the desired conclusion :

Pλ
(
A ∩ {Xs = x}
∩{Ỹ0 = ỹ0, ..., Ỹk = ỹk , S̃1 > t̃1, ..., S̃k > t̃k}

)
= Pλ (A ∩ {Xs = x})
×Px ({Y0 = ỹ0, ...,Yk = ỹk ,S1 > t̃1, ...,Sk > t̃k}) .
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Proof of strong Markov property

Let T an (Ft)t≥0-stopping time. We let (X̃t = XT+t , t ≥ 0), and
let (Ỹk)k≥0, (S̃k)k≥1 its path decomposition. We can approximate
T by a sequence of simpler stopping times, indeed

TN :=
N2N∑
K=1

K

2N
1{K−1

2N
<T≤ K

2N
} + (N + 1)1{T>N}

is such that, a.s., TN → T as N →∞. Moreover, on {T <∞},
observe that (TN)N≥dTe is nonincreasing,

We introduce (X̂t = XTN+t , t ≥ 0) and let (Ŷk)k≥0, (Ŝk)k≥1 its
path decomposition. Obviously all these quantities with a hat
superscript a priori depend on N, even though we droped it from
the notation.
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Proof of strong Markov property

Let A ∈ FT , so that A ∩ {TN = K
2N
} =: AN ∈ F K

2N
, and by simple

Markov property at time K2−N we find that for any k ∈ N, for any
y0, ..., yk in E , and for any t1, ..., tk nonnegative reals, we have

Pλ
(
A ∩ {TN =

K

2N
} ∩ {XTN

= x}

∩{Ŷ0 = y0, ..., Ŷk = yk , Ŝ1 > t1, ..., Ŝk > tk}
)

= Pλ (AN ∩ {XTN
= x})

×Px ({Y0 = y0, ...,Yk = yk ,S1 > t1, ...,Sk > tk}) .

Summing over K from 1 to N2N yields

Pλ
(
A ∩ {XTN

= x} ∩ {T ≤ N}
∩{Ŷ0 = y0, ..., Ŷk = yk , Ŝ1 > t1, ..., Ŝk > tk}

)
= Pλ (A ∩ {XTN

= x} ∩ {T ≤ N})
×Px ({Y0 = y0, ...,Yk = yk ,S1 > t1, ...,Sk > tk}) .

Continuous-time chains : Markov



Proof of strong Markov property

The process X is right-continuous, and (TN) is eventually
nonincreasing on {T <∞} so
{XTN

= x ,T ≤ N} → {XT = x ,T <∞} as N →∞.
By the same argument{

XTN
= x ,T ≤ N, Ŷ0 = y0, ..., Ŷk = yk , Ŝ1 > t1, ..., Ŝk > tk

}
−→
N→∞

{
T <∞,XT = x , Ỹ0 = y0, ..., Ỹk = yk , S̃1 > t1, ..., S̃k > tk

}
Using dominated convergence on both sides of the previous
equality then yields the desired result

Pλ
(
A ∩ {T <∞,XT = x}
∩{Ỹ0 = y0, ..., Ỹk = yk , S̃1 > t1, ..., S̃k > tk}

)
= Pλ (A ∩ {T <∞,XT = x})
×Px ({Y0 = y0, ...,Yk = yk ,S1 > t1, ...,Sk > tk}) .
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