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Abstract. We consider the Monte-Carlo first visit algorithm, of which the goal is to find the

optimal control in a Markov decision process with finite state space and finite number of possible

actions. We show its convergence when the discount factor is smaller than 1/2.

1. Introduction

This paper deals with some algorithms of which the goal is to find the optimal policy in a
Markov decision process (MDP) with finite state/action set. A MDP is a model where an agent
interacts with its environment: at each step, the agent lies in some state x, chooses some action
a, and the environment chooses at random, with some law depending on (x, a), the next state to
which the agent goes.

In this context, Monte-Carlo algorithms are based on simulating a sequence of episodes, to find
the optimal policy. We consider their optimistic versions, in that we modify, after each episode,
the policy used to produce the next episode. Such algorithms are model free, in that we do not
suppose that we know the transition probabilities: we only assume we can interact with the MDP
by producing some episodes, given a policy.

There are two main available Monte Carlo algorithms: the first visit algorithm (FVA) and the
every visit algorithm (EVA), see Sutton-Barto [7, Section 5.1]. In the FVA (resp. EVA), we update
the policy by estimating the value function at each pair (x, a) of state/action using only the first
visit at (x, a) (resp. all the visits at (x, a)) of each episode.

Let us quote Sutton-Barto [7, page 99], discussing about the convergence of the FVA/EVA:
“In our opinion, this is one of the most fundamental open theoretical questions in reinforcement
learning (for a partial solution, see Tsitsiklis, 2002).”

We study here the FVA, which is easier than the EVA from a theoretical point of view. Assuming
that the value to be maximized is the expectation of

∑
t∈N γtRt+1, where Rt is the reward at step

t ∈ N∗, we are able to prove that when γ ∈ [0, 1/2), the FVA produces some policy of which
the value function converges to that of the optimal policy. Actually, we consider a more general
family of (abstract) algorithms and show with counter example (strongly inspired by Example 5.12
in Bertsekas-Tsitsiklis [1]) that the convergence cannot hold true when γ ≥ 1/2 for this general
family. However, the counter example is far from concerning the FVA: it shows that our proof
breaks down, not at all that the FVA does not converge.

Tsitsiklis [8] studies, among other algorithms, a synchronous optimistic policy iteration algo-
rithm, which is a simplified synchronous version of the FVA: each iteration consists of simulating
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many trajectories, one per couple state/action. More or less, this implies that the step αk(x, a)
is deterministic and does not depend on (x, a) in the general algorithm, see Subsection 2.3 below.
He shows the convergence of his algorithm for any γ ∈ [0, 1).

Liu [2] extends the result of [8] to the case γ = 1, assuming that all the policies are proper:
some final state space is reached with probability 1, starting from any state and using any policy.

Wang-Yuan-Shao-Ross [9] show the convergence of the FVA, with γ = 1 (but, as they mention,
this extends to any γ ∈ [0, 1]), assuming a structural condition on the MDP: it has to be optimal
policy feed forward, meaning that a state cannot be visited twice under any optimal policy.

Winnicki-Srikant [10] study some related algorithm that uses lookahead policies. The computa-
tional cost of this algorithm seems larger. They show the convergence of the state values under a
smallness condition on γ, depending on two parameters H and m used in their algorithm.

2. Notation and results

2.1. The model. The following objects are fixed in the whole paper.

Setting 1. Let X be a non-empty finite state space and, for each x ∈ X , let Ax be a non-empty
finite set of possible actions. We also set Z = {(x, a) : x ∈ X , a ∈ Ax}. For each (x, a) ∈ Z, we
consider a probability measure P (x, a, ·) on X . We also consider, for each (x, a) ∈ Z and y ∈ X ,
a probability measure S(x, a, y, ·) on R satisfying

∫
R z2S(x, a, y, dz) < ∞ and we set

(1) g(x, a, y) =

∫
R
zS(x, a, y, dz).

Finally, we consider a real number γ ∈ [0, 1).

For t ∈ N, we denote by Bt = {(x0, a0, . . . , xt−1, at−1, xt) : xi ∈ X , ai ∈ Axi}. A policy is a
family Π = (Πt)t≥0, where for each t ≥ 0, for each h = (x0, a0, . . . , xt−1, at−1, xt) ∈ Bt, Πt(h, ·) is
a probability measure on Axt

.

A policy Π = (Πt)t≥0 is said to be SM (for stationary Markov) if there is a family (π(x, ·))x∈X ,
with π(x, ·) a probability measure onAx, such that for all t ≥ 0, all h = (x0, a0, . . . , xt−1, at−1, xt) ∈
Bt, Πt(h, ·) = π(xt, ·). In such a case, we simply say that π = (π(x, ·))x∈X is a SM policy.

Given a starting point x ∈ X and a policy Π, we build recursively the stochastic process
(Xt, At)t∈N as follows: we set X0 = x, we build A0 with law Π0(X0, ·) and, assuming that we have
built (Xs, As)s∈[[0,t−1]] for some t ≥ 1, we first build Xt with conditional law P (Xt−1, At−1, ·) know-
ing (Xs, As)s∈[[0,t−1]], we set Ht = (X0, A0, . . . , Xt−1, At−1, Xt) and we build At with conditional
law Πt(Ht, ·) knowing Ht.

At each step, there is a reward: conditionally on the whole process (Xs, As)s∈N the family
of rewards (Rs)s∈N∗ is independent and for each t ≥ 1, the reward Rt is S(Xt−1, At−1, Xt, ·)-
distributed. The total reward is then given by

(2) G =
∑
t∈N

γtRt+1 (convention: 00 = 1).

We indicate in subscript of the probability Px,Π and expectation Ex,Π the starting point x ∈ X
and the policy Π used to build the above random variable G, and we consider the value function

(3) VΠ(x) = Ex,Π[G].
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For π a SM policy, we simply denote by Px,π, Ex,π and Vπ(x) the corresponding objects. Finally,
we set, for x ∈ X ,

V ∗(x) = sup{VΠ(x), Π policy}.

2.2. Optimal policy. The existence of an optimal policy, which is SM and does not depend on
the starting point, is well known, see Puterman [3] and Sutton-Barto [7]. The proofs are handled in
the Appendix A for the sake of completeness. Things can be summarized as follows. For (x, a) ∈ Z,
we set

(4) Q∗(x, a) = r(x, a) + γPV ∗(x, a), where r(x, a) =
∑
y∈X

P (x, a, y)g(x, a, y)

and where PV ∗(x, a) =
∑

y∈X P (x, a, y)V ∗(y). Observe that r(x, a) stands for the mean (instan-

taneous) reward, when the process lies in state x and when one chooses the action a.

For π a SM policy, for x, y ∈ X and a ∈ Ax, we set

rπ(x) =
∑
a∈Ax

r(x, a)π(x, a), Pπ(x, y) =
∑
a∈Ax

P (x, a, y)π(x, a),(5)

and Qπ(x, a) = r(x, a) + γPVπ(x, a),(6)

where PVπ(x, a) =
∑

y∈X P (x, a, y)Vπ(y). Observe that rπ(x) represents the mean (instantaneous)

reward, when the process lies in state x and when using the policy π, while Qπ(x, a) stands for
the mean total reward, when starting from the state x, when choosing a as first action, and when
using the policy π for the rest of the process.

Theorem 2. (i) Consider a SM policy π∗ such that

(7) π∗
(
x, argmax Q∗(x, ·)

)
= 1 for all x ∈ X .

Then Vπ∗(x) = V ∗(x) for all x ∈ X .

(ii) For π a SM policy, we have Qπ(x, a) ≤ Q∗(x, a) for all (x, a) ∈ Z and

Vπ(x) = rπ(x) + γPπVπ(x) =
∑
a∈Ax

Qπ(x, a)π(x, a) for all x ∈ X ,

Qπ(x, a) = r(x, a) + γ
∑

(y,b)∈Z

P (x, a, y)π(y, b)Qπ(y, b) for all (x, a) ∈ Z.

(iii) If π∗ satisfies (7), then Qπ∗ = Q∗. Moreover,

V ∗(x) = max
a∈Ax

Q∗(x, a) for all x ∈ X ,

Q∗(x, a) = r(x, a) + γ
∑
y∈X

P (x, a, y) max
b∈Ay

Q∗(y, b) for all (x, a) ∈ Z.

As a consequence, we may and will, from now on, consider only some SM policies.

2.3. A general class of algorithms. We consider the following family of algorithms.

General algorithm

Start with some deterministic function Q̂0 : Z → R. For k ≥ 0, assume that k first episodes

(Xi
0, A

i
0, X

i
1, R

i
1, A

i
1, X

i
2, R

i
2, A

i
2, . . . ), i = 1, . . . , k,



4 SYLVAIN DELATTRE AND NICOLAS FOURNIER

have already been built, and consider the sigma-field Fk generated by all these random variables
(with F0 = {∅,Ω}). We also introduce

Gi
n = σ(Xi

0, A
i
0, X

i
1, R

i
1, A

i
1, . . . , X

i
n, R

i
n, A

i
n),

so that Fk = ∨k
i=1Gi

∞. Assume also that the Fk-measurable (random) function Q̂k : Z → R has
been built. For some Fk-measurable (random) function εk : X → [0, 1], we define the policy

(8) π̂k(x, a) =
εk(x)

|Ax|
+ 1{a∈argmax Q̂k(x,·)}

1− εk(x)

|argmax Q̂k(x, ·)|
.

For some Fk-measurable (random) probability νk on Z, we build the (k + 1)-th episode

(Xk+1
0 , Ak+1

0 , Xk+1
1 , Rk+1

1 , Ak+1
1 , Xk+1

2 , Rk+1
2 , Ak+1

2 , . . . )

using (Xk+1
0 , Ak+1

0 ) ∼ νk and then the SM policy π̂k, as in Subsection 2.1. For each (x, a) ∈ Z, we
consider the (Gk+1

n )n≥0-stopping-time

τk+1
x,a = inf{t ≥ 0 : (Xk+1

t , Ak+1
t ) = (x, a)} (convention: inf ∅ = ∞).

For all (x, a) ∈ Z, for some Fk ∨ Gk+1

τk+1
x,a

-measurable random variable αk(x, a) ∈ [0, 1], we set

Q̂k+1(x, a) = (1− αk(x, a)1{τk+1
x,a <∞})Q̂

k(x, a) + αk(x, a)1{τk+1
x,a <∞}G

k+1
x,a ,(9)

where Gk+1
x,a =

∑
t∈N

γtRk+1

τk+1
x,a +t+1

on {τk+1
x,a < ∞}.(10)

This algorithm depends on the choices of the initial function Q̂0, the family of functions (εk)k≥0

and (αk)k≥0 and the family of probability measure (νk)k≥0. As we will see in the next subsection,
for some specific choice of these parameters, this gives the so-called first-visit algorithm.

Theorem 3. Assume that γ ∈ [0, 1/2). Consider the algorithm defined above and assume that a.s., for all (x, a) ∈ Z, limk→∞ εk(x) = 0,
∑

k≥1 αk(x, a)1{τk+1
x,a <∞} = ∞,

and
∑

k≥1(αk(x, a))
21{τk+1

x,a <∞} < ∞.
(11)

Then a.s., limk→∞ Vπ̂k(x) = V ∗(x) for all x ∈ X .

Although this is not very convincing as far as the first-visit algorithm is concerned, the condition
that γ ∈ [0, 1/2), or at least that γ ∈ [0, 1/2], is necessary in the above theorem. This is strongly
inspired by Example 5.12 in Bertsekas-Tsitsiklis [1].

Proposition 4. Consider the simplest possible Markov decision process: take a state space X = {e}
with one element, take A0 = {0, 1}, so that necessarily P (e, 0, e) = P (e, 1, e) = 1, and take
S(e, 0, e, ·) = δ0 and S(e, 1, e, ·) = δ1. If γ ∈ (1/2, 1) ∩ Q, we can design the parameters of the
above general algorithm (with in particular εk(e) = 0 for all k ≥ 0) such that (11) holds true but
limk→∞ Vπ̂k(e) does a.s. not exist.

We assume that γ ∈ (1/2, 1) ∩ Q for simplicity. It is likely that this result extends to any
γ ∈ (1/2, 1) with a little more work.
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2.4. The first-visit algorithm. The algorithm presented in this section is very classical in rein-
forcement learning, see Singh-Sutton [6] and Sutton-Barto [7].

First visit algorithm

We consider θ > 0 and a law µ0 on X . We set Q̄0(x, a) = 0 for all (x, a) ∈ Z. For k ≥ 0, assume
that k first episodes

(Xi
0, A

i
0, X

i
1, R

i
1, A

i
1, X

i
2, R

i
2, A

i
2, . . . ), i = 1, . . . , k,

have been built, as well as the function Q̄k : Z → R. For (x, a) ∈ Z, set

Nk(x, a) =

k∑
i=1

1{τ i
x,a<∞} and Nk(x) =

∑
a∈Ax

Nk(x, a) (convention:
∑0

i=1 = 0),(12)

where τ ix,a = inf{t ≥ 0 : (Xi
t , A

i
t) = (x, a)} (convention: inf ∅ = ∞).

Consider the SM policy defined, for (x, a) ∈ Z, by

(13) π̄k(x, a) =
εk(x)

|Ax|
+ 1{a∈argmax Q̄k(x,·)}

1− εk(x)

|argmax Q̄k(x, ·)|
, where εk(x) =

1

(1 +Nk(x))θ
.

We then build the (k + 1)-th episode

(Xk+1
0 , Ak+1

0 , Xk+1
1 , Rk+1

1 , Ak+1
1 , Xk+1

2 , Rk+1
2 , Ak+1

2 , . . . )

using Xk+1
0 ∼ µ0 and the policy π̄k, as in Subsection 2.1. We then compute, for each (x, a) ∈ Z,

Q̄k+1(x, a) =

∑k+1
i=1 1{τ i

x,a<∞}G
i
x,a

Nk+1(x, a)
(convention: 0

0 = 0),(14)

where Gi
x,a =

∑
t∈N

γtRi
τ i
x,a+t+1 (convention : Gi

x,a = 0 when τ ix,a = ∞).(15)

Theorem 5. Assume that γ ∈ [0, 1/2). If θ ∈ (0, 1] and µ0(x) > 0 for all x ∈ X , then a.s.,
limk Vπ̄k(x) = V ∗(x) for all x ∈ X .

2.5. A more realistic situation. In the previous subsection, we were using some episodes with
infinite length. This is of course not realistic. We now consider the following common situation.
For x, y ∈ X , we set Q(x, y) = maxa∈Ax P (x, a, y).

Assumption 6. There is a subset △ of X such that S(x, a, y, dz) = δ0(dz) for all x ∈ ∆, all
a ∈ Ax, all y ∈ X and such that P (x, a,△) = 1 for all x ∈ △, all a ∈ Ax. Moreover, for all x ∈ X ,
there are y ∈ △ and n ≥ 0 such that Qn(x, y) > 0.

In other words, the reward is identically equal to 0 when the process lies in △, whatever the
action. Moreover, when the process reaches △, it remains stuck in △ forever. Finally, it is possible
to reach △ from anywhere, at least if choosing suitably the actions. We will check the following.

Remark 7. Grant Assumption 6

(i) Consider two SM policies π, π′ such that π(x, a) = π′(x, a) for all x ∈ X \ {△}, all a ∈ Ax.
Then Vπ(x) = Vπ′(x) for all x ∈ X .

(ii) Consider any positive SM policy π, i.e. such that π(x, a) > 0 for all (x, a) ∈ Z. Then
Px,π(T△ < ∞) = 1 for all x ∈ X , where T△ = inf{t ≥ 0 : Xt ∈ △}.
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Remark 8. Grant Assumption 6. Consider the first-visit algorithm with finite episodes below,
using the same random elements as in the first-visit algorithm above. It holds that π̃k(x, a) =
π̄k(x, a) for all k ≥ 0, all x ∈ X \ {△}, all a ∈ Ax. Hence Vπ̃k(x) = Vπ̄k(x) for all x ∈ X by
Remark 7-(i).

First visit algorithm with finite episodes

We consider θ > 0 and a law µ0 on X . We set Q̃0(x, a) = 0 for all (x, a) ∈ Z. For k ≥ 0, assume
that k first finite episodes

(Xi
0, A

i
0, X

i
1, R

i
1, A

i
1, . . . , X

i
T i
△−1

, Ri
T i
△−1

, Ai
T i
△−1

, Xi
T i
△
), i = 1, . . . , k,

have been built, with T i
△ = inf{t ≥ 0 : Xi

t ∈ △}, as well as the function Q̃k : Z → R. For

(x, a) ∈ Z, we set

Ñk(x, a) =

k∑
i=1

1{τ̃ i
x,a<∞} and Ñk(x) =

∑
a∈Ax

Ñk(x, a) (convention:
∑0

i=1 = 0),(16)

where τ̃ ix,a = inf{t ∈ [[0, T i
△]] : (Xi

t , A
i
t) = (x, a)} (convention: inf ∅ = ∞).

Consider the SM policy defined, for (x, a) ∈ Z, by

(17) π̃k(x, a) =
ε̃k(x)

|Ax|
+ 1{a∈argmax Q̃k(x,·)}

1− ε̃k(x)

|argmax Q̃k(x, ·)|
, where ε̃k(x) =

1

(1 + Ñk(x))θ
.

We then build the (k + 1)-th episode

(Xk+1
0 , Ak+1

0 , Xk+1
1 , Rk+1

1 , Ak+1
1 , . . . , Xk+1

Tk+1
△−1

, Rk+1

Tk+1
△−1

, Ak+1

Tk+1
△−1

, Xk+1

Tk+1
△

)

using Xk+1
0 ∼ µ0 and the policy π̃k, as in Subsection 2.1. We then compute, for each (x, a) ∈ Z,

Q̃k+1(x, a) =

∑k+1
i=1 1{τ̃ i

x,a<∞}G̃
i
x,a

Ñk+1(x, a)
(convention: 0

0 = 0),(18)

where G̃i
x,a =

T i
△∑

t=0

γtRi
τ̃ i
x,a+t+1 (convention : G̃i

x,a = 0 when τ̃ ix,a = ∞).(19)

2.6. Plan of the paper. In Section 3, we prove a crucial contraction result. Section 4 is devoted
to the proof of an abstract convergence result. This abstract result is applied to show Theorem
3, that concerns the general algorithm, in Section 5. We show in Section 6 that Theorem 5,
that concerns the first-visit algorithm, can be deduced from Theorem 3. We check the results of
Subsection 2.5, concerning the case where the episodes are finite, in Section 7. In Section 8, we
prove Proposition 4 through a counter-example, which shows that our strategy cannot be extended
to the case where γ ∈ (1/2, 1). Finally, we quickly recall in Appendix A the proofs of some known
results, namely Theorem 2 and a simple version of the Robbins-Monro lemma, see Lemma 12.

3. Main contraction result

The following contraction estimate is the key of our study.
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Lemma 9. Assume that γ ∈ [0, 1). For a function ε : X → [0, 1], for a function q : Z → R and
for x ∈ X , we define the probability measure πε

q(x, ·) on Ax by

πε
q(x, a) =

ε(x)

|Ax|
+ 1{a∈argmax q(x,·)}

1− ε(x)

|argmax q(x, ·)|
.

We also introduce the function H(ε, q) : Z → R defined by H(ε, q)(x, a) = Qπε
q
(x, a), recall (6). It

holds that H(ε, q)(x, a) ≤ Q∗(x, a) for all (x, a) ∈ Z and

||H(ε, q)−Q∗||∞ ≤ γ

1− γ

(
||Q∗ − q||∞ + ||(q −Q∗)+||∞ + 2||Q∗||∞||ε||∞

)
,

where (q −Q∗)+(x, a) = max{q(x, a)−Q∗(x, a), 0} and where || · ||∞ stand for max norms.

Proof. First, know from Theorem 2-(ii) that H(ε, q)(x, a) = Qπε
q
(x, a) ≤ Q∗(x, a) for all (x, a) ∈ Z.

Next, by Theorem 2-(ii)-(iii), we have, for (x, a) ∈ Z,

0 ≤ Q∗(x, a)−Qπε
q
(x, a) =γ

∑
y∈X

P (x, a, y)
[
max
b∈Ay

Q∗(y, b)−
∑
b∈Ay

πε
q(y, b)Qπε

q
(y, b)

]
=γ

∑
y∈X

P (x, a, y)
[
max
b∈Ay

Q∗(y, b)−
∑
b∈Ay

πε
q(y, b)Q

∗(y, b)
]

+ γ
∑
y∈X

P (x, a, y)
∑
b∈Ay

πε
q(y, b)

[
Q∗(y, b)−Qπε

q
(y, b)

]
≤γ

∑
y∈X

P (x, a, y)∆(y) + γ||Q∗ −Qπε
q
||∞,

where
∆(y) := max

b∈Ay

Q∗(y, b)−
∑
b∈Ay

πε
q(y, b)Q

∗(y, b).

We write ∆(y) = ∆1(y) + ∆2(y) + ∆3(y) + ∆4(y), with

∆1(y) = max
b∈Ay

Q∗(y, b)− max
b∈Ay

q(y, b), ∆2(y) = max
b∈Ay

q(y, b)−
∑
b∈Ax

q(y, b)πq(y, b),

∆3(y) =
∑
b∈Ay

[q(y, b)−Q∗(y, b)]πq(y, b), ∆4(y) =
∑
b∈Ay

Q∗(y, b)[πq(y, b)− πε
q(y, b)],

where we have set

πq(x, a) = 1{a∈argmax q(x,·)}
1

|argmax q(x, ·)|
for all (x, a) ∈ Z.

We clearly have ∆1(y) ≤ ||Q∗ − q||∞, as well as ∆3(y) ≤ ||(q − Q∗)+||∞. By definition of πq, it
holds that ∆2(y) = 0. Finally,

∆4(y) ≤ ||Q∗||∞||πq − πε
q || ≤ 2||Q∗||∞||ε||∞.

Thus
∆(y) ≤ ||Q∗ − q||∞ + ||(q −Q∗)+||∞ + 2||Q∗||∞||ε||∞,

whence ∑
y∈X

P (x, a, y)∆(y) ≤ ||Q∗ − q||∞ + ||(q −Q∗)+||∞ + 2||Q∗||∞||ε||∞.

All in all, we have proved that

0 ≤ Q∗(x, a)−Qπε
q
(x, a) ≤ γ

(
||Q∗ − q||∞ + ||(q −Q∗)+||∞ + 2||Q∗||∞||ε||∞

)
+ γ||Q∗ −Qπε

q
||∞.
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We end with

||Q∗ −Qπε
q
||∞ ≤ γ

(
||Q∗ − q||∞ + ||(q −Q∗)+||∞ + 2||Q∗||∞||ε||∞

)
+ γ||Q∗ −Qπε

q
||∞,

from which the result readily follows, recalling that H(ε, q) = Qπε
q
. □

4. A general convergence result

We consider a finite set Y and denote by F(Y, [0, 1]) the set of all functions from Y to [0, 1] and
by F(Y,R) the set of all functions from Y to R.

Assumption 10. There exists f∗ ∈ F(Y,R), ρ ∈ (0, 1) and β > 0 such that the function

M : F(Y, [0, 1])× F(Y,R) → F(Y,R)

satisfies, for all f ∈ F(Y,R), all η ∈ F(Y, [0, 1]),

M(η, f)(y) ≤ f∗(y) for all y ∈ Y,

||f∗ −M(η, f)||∞ ≤ ρ||f∗ − f ||∞ + β||(f − f∗)+||∞ + β||η||∞.

Our main results will be deduced from the following general abstract result. A similar, with less
complex filtrations, is stated by Singh-Jaakkola-Littman-Szepesvári [5].

Proposition 11. Assume that M satisfies Assumption 10 and consider

• a family (Ik
y )k≥0,y∈Y of σ-fields such that Ik

y ⊂ Ik+1
y′ for all k ≥ 0, all y, y′ ∈ Y,

• some random f̂0 ∈ F(Y,R) such that f̂0(y) is I0
y -measurable for all y ∈ Y,

• for each k ≥ 0, some random ηk ∈ F(Y, [0, 1]) which is Ik
y -measurable for all y ∈ Y.

• for each k ≥ 1, some random ξk ∈ F(Y,R) such that ξk(y) is Ik
y -measurable for all y ∈ Y,

• for each k ≥ 0, some random λk ∈ F(Y, [0, 1]) such that λk(y) is Ik
y -measurable for all y ∈ Y.

Assume moreover that a.s., for all y ∈ Y, we have

lim
k

ηk(y) = 0,
∑
k≥0

λk(y) = ∞,
∑
k≥0

(λk(y))
2 < ∞

and that there is a constant C > 0 such that for all k ≥ 0, all y ∈ Y,

E[ξk+1(y)|Ik
y ] = 0 and E[(ξk+1(y))

2|Ik
y ] ≤ C.

Define recursively, for k ≥ 0,

f̂k+1(y) = f̂k(y) + λk(y)
(
M(ηk, f̂k)(y)− f̂k(y) + ξk+1(y)

)
for all y ∈ Y.

Then a.s., for all y ∈ Y, limk→∞ f̂k(y) = f∗(y).

The proof of this result relies on the following simple version of the Robbins-Monro theorem [4].
See also its (short) proof in Appendix A.

Lemma 12. Consider a filtration (Gk)k≥0, a G0-measurable real random variable Z0, as well as
some (Gk)k≥0-adapted sequences (θk)k≥0 and (ζk)k≥1 of real random variables, with θk valued in
[0, 1]. Assume that a.s.,

∑
k≥0 θk = ∞ and

∑
k≥0 θ

2
k < ∞ and that there is a constant C > 0 such

that for all k ≥ 0, E[ζk+1|Gk] = 0 and E[(ζk+1)
2|Gk] ≤ C. Define recursively, for k ≥ 0,

Zk+1 = (1− θk)Zk + θkζk+1.

Almost surely, limk Zk = 0.
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Proof of Proposition 11. First, one easily checks by induction that for all k ≥ 0, all y ∈ Y, f̂k(y)
is Ik

y -measurable. Our goal is to show that a.s., for all y ∈ Y, limk φ̂k(y) = 0, where φ̂k(y) =

f̂k(y)− f∗(y). For all k ≥ 0, all y ∈ Y, we have

φ̂k+1(y) =φ̂k(y) + λk(y)[M(ηk, f̂k)(y)− f∗(y)− φ̂k(y) + ξk+1(y)]

=(1− λk(y))φ̂k(y) + λk(y)[M(ηk, f̂k)(y)− f∗(y)] + λk(y)ξk+1(y).(20)

We now divide the proof into several steps.

Step 1. We define (Wk(y))k≥0,y∈Y by W0(y) = φ̂0(y) and, for k ≥ 0,

Wk+1(y) = (1− λk(y))Wk(y) + λk(y)ξk+1(y).

For each fixed y ∈ Y, we can apply Lemma 12 with Gk = Ik
y , Z0 = W0(y), θk = λk(y), ζk = ξk(y),

so that Zk = Wk(y). We get that a.s., for each y ∈ Y, a.s., limk Wk(y) = 0.

Step 2. We now show by induction that for all k ≥ 0, all y ∈ Y, φ̂k(y) ≤ Wk(y). This will
imply, thanks to Step 1, that limk ||(φ̂k)+||∞ = 0 a.s.

First, φ̂0(y) = W0(y) for all y ∈ Y. If next φ̂k(y) ≤ Wk(y) for some k ≥ 0, then using (20) and
Assumption 10,

φ̂k+1(y) ≤ (1− λk(y))φ̂k(y) + λk(y)ξk+1(y) ≤ (1− λk(y))Wk(y) + λk(y)ξk+1(y) = Wk+1(y).

Step 3. We prove here that a.s., supk≥0 ||φ̂k||∞ < ∞.

To this end, it suffices to prove that supk≥0 ||∆k||∞ < ∞, where ∆k(y) = Wk(y)−φ̂k(y), because
supk≥0 ||Wk||∞ < ∞ a.s., since limk ||Wk||∞ = 0 a.s. by Step 1. We recall that ∆k(y) ≥ 0 by Step
2 and write

∆k+1(y) =(1− λk(y))∆k(y) + λk(y)|f∗(y)−M(ηk, f̂k)(y)|
≤(1− λk(y))∆k(y) + λk(y)[ρ||φ̂k||∞ + β||(φ̂k)+||∞ + β||ηk||∞](21)

by Assumption 10. Since ||φ̂k||∞ ≤ ||∆k||∞ + ||Wk||∞, this gives

∆k+1(y) ≤ (1− λk(y))||∆k||∞ + λk(y)ρ||∆k||∞ + λk(y)Hk

where Hk = ρ||Wk||∞ + β||(φ̂k)+||∞ + β||ηk||∞. Setting K = supk≥0 Hk, which is a.s. finite by
Steps 1 and 2, we end with

∆k+1(y) ≤ (1− (1− ρ)λk(y))||∆k||∞ + λk(y)K.

If ||∆k||∞ ≥ K/(1− ρ), we conclude that |∆k+1(y)| ≤ ||∆k||∞.

If ||∆k||∞ < K/(1− ρ), we conclude that |∆k+1(y)| ≤ K/(1− ρ).

We thus always have ||∆k+1||∞ ≤ max{||∆k||∞,K/(1−ρ)}, from which we easily conclude that
for all k ≥ 0, ||∆k||∞ ≤ max{||∆0||∞,K/(1− ρ)}.

Step 4. We fix k0 ≥ 1 and set

(22) Dk0
= ||Wk0

||∞ + sup
k≥k0

[
||φ̂k||∞ +

β

ρ

(
||(φ̂k)+||∞ + ||ηk||∞

)]
.

For each y ∈ Y fixed, we define (Y k0

k (y))k≥k0
by Y k0

k0
(y) = Dk0

and by induction, for k ≥ k0,

Y k0

k+1(y) = (1− λk(y))Y
k0

k (y) + ρλk(y)Dk0
.

We show here that limk Y
k0

k (y) = ρDk0
a.s.
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It suffices to note that for all k ≥ k0, (Y
k0

k+1(y)− ρDk0
) = (1− λk(y))(Y

k0

k (y)− ρDk0
), whence

Y k0

k+1(y) − ρDk0 = (1 − ρ)Dk0

∏k
ℓ=k0

(1 − λℓ(y)). This last quantity a.s. tends to 0 as k → ∞
because by assumption,

∑
ℓ≥k0

λℓ(y) = ∞ a.s.

Step 5. Here we check that ∆k(y) ≤ Y k0

k (y) for all k ≥ k0 ≥ 0 and all y ∈ Y.

We obviously have ∆k0
(y) ≤ ||Wk0

||∞ + ||φ̂k0
||∞ ≤ Dk0

= Y k0

k0
(y) and, assuming by induction

that ∆k(y) ≤ Y k0

k (y) for some k ≥ k0, we write, recalling (21),

∆k+1(y) ≤(1− λk(y))Y
k0

k (y) + λk(y)[ρ||φ̂k||∞ + β||(φ̂k)+||∞ + β||ηk||∞]

=(1− λk(y))Y
k0

k (y) + ρλk(y)
[
||φ̂k||∞ +

β

ρ
||(φ̂k)+||∞ + β||ηk||∞

]
≤(1− λk(y))Y

k0

k (y) + ρλk(y)Dk0

=Y k0

k+1(y).

Step 6. Since limk ||Wk||∞ = 0 a.s. by Step 1, we conclude that a.s., lim supk ||φ̂k||∞ =
lim supk ||∆k||∞. Hence by Steps 5 and 4 (and since ∆k(y) ≥ 0, see Step 3), for any k0 ≥ 0, a.s.,

lim sup
k

||φ̂k||∞ ≤ lim sup
k

||Y k0

k ||∞ = ρDk0 .

As a consequence, we a.s. have

lim sup
k

||φ̂k||∞ ≤ ρ lim sup
k0

Dk0
.

Recalling the definition (22) of Dk0
and that limk ||Wk||∞ = 0 by Step 1, that limk ||(φ̂k)+||∞ = 0

by Step 2 and that limk ||ηk||∞ = 0 by assumption, we end with

lim sup
k

||φ̂k||∞ ≤ ρ lim sup
k

||φ̂k||∞.

Since finally lim supk ||φ̂k||∞ < ∞ by Step 3 and since ρ ∈ (0, 1), we find that lim supk ||φ̂k||∞ = 0
a.s., which was our goal. □

5. Convergence of the general algorithm

Here we give the

Proof of Theorem 3. We divide the proof in two steps.

Step 1. We claim that it suffices to show that limk Q̂
k(x, a) = Q∗(x, a) a.s. for all (x, a) ∈ Z.

Indeed, assume this is the case. Observe that by construction, see (8) and Lemma 9,

π̂k = πεk
Q̂k

, so that Qπ̂k = H(εk, Q̂
k).

By Lemma 9, the facts that limk εk(x) = 0 by assumption and that limk Q̂
k(x, a) = Q∗(x, a) for

all (x, a) ∈ Z imply that limk Qπ̂k(x, a) = Q∗(x, a) for all (x, a) ∈ Z. But Theorem 2-(ii) tells us
that for all x ∈ X ,

Vπ̂k(x) =
∑
a∈Ax

Qπ̂k(x, a)π̂k(x, a) =
εk(x)

|Ax|
∑
a∈Ax

Qπ̂k(x, a) + (1− εk(x)) max
a∈Ax

Qπ̂k(x, a)
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by definition of π̂k, see (8) again. Using that limk εk(x) = 0 and limk Qπ̂k(x, a) = Q∗(x, a), we
conclude that

lim
k

Vπ̂k(x) = max
a∈Ax

Q∗(x, a),

which equals V ∗(x) by Theorem 2-(iii).

Step 2. To prove that limk Q̂
k(x, a) = Q∗(x, a) a.s. for all (x, a) ∈ Z, we aim to apply

Proposition 11 with Y = Z, with f̂k = Q̂k for all k ≥ 0, with the map, M(ε, q) = H(ε, q) = Qπε
q

for all ε ∈ F(Z, [0, 1]) and all q ∈ F(Z,R), with ηk(z) = εk(x) and λk(z) = 1{τk+1
x,a <∞}αk(x, a) for

all k ≥ 0, all z = (x, a) ∈ Z, with

ξk(z) = 1{τk
x,a<∞}

[
Gk

x,a −H(εk−1, Q̂
k−1)(x, a)

]
for all k ≥ 1, all z = (x, a) ∈ Z,

and with the family of filtrations (Ik
z )k≥0,z∈Z defined by (for z = (x, a))

Ik
z = Fk ∨ Gk+1

τk+1
x,a

,

where Gk
ℓ = σ(Xk

0 , A
k
0 , R

k
1 , X

k
1 , A

k
1 , . . . , R

k
ℓ , X

k
ℓ , A

k
ℓ ) and Fk = ∨k

i=1Gi
∞ (and F0 = {∅,Ω}).

First, Lemma 9 tells us that H satisfies Assumption 10 with f∗ = Q∗, with ρ = γ/(1−γ) ∈ (0, 1)
(recall that γ ∈ (0, 1/2)) and β = [γ/(1− γ)]max{1, 2||Q∗||∞}.

We obviously have Ik
z ⊂ Ik+1

z′ for all k ≥ 0, all z, z′ ∈ Z. Moreover, Q̂0 is deterministic by

assumption and thus Q̂0(z) is I0
z -measurable for all z ∈ Z. For each k ≥ 0, each z = (x, a) ∈ Z,

ηk(z) = εk(x) is Fk-measurable by assumption and thus ∨z′∈ZIk
z′ -measurable. For each k ≥ 1,

each z = (x, a) ∈ Z, ξk(z) = 1{τk
x,a<∞}[G

k
x,a − H(εk−1, Q̂

k−1)(x, a)] is Fk-measurable and thus

Ik
z -measurable. Finally, for each k ≥ 0, each z = (x, a) ∈ Z, λk(z) = 1{τk+1

x,a <∞}αk(x, a) is

Ik
z -measurable, since αk(x, a) is Fk ∨ Gk+1

τk+1
x,a

-measurable by assumption.

We next observe that for all k ≥ 0, all z = (x, a) ∈ Z, recalling (9),

Q̂k+1(z) =(1− λk(z))Q̂
k(z) + λk(z)G

k+1
x,a

=Q̂k(z) + λk(z)
(
H(εk, Q̂

k)(z)− Q̂k(z) + [Gk+1
x,a −H(εk, Q̂

k)(z)]
)

=Q̂k(z) + λk(z)
(
H(εk, Q̂

k)(z)− Q̂k(z) + 1{τk+1
x,a <∞}[G

k+1
x,a −H(εk, Q̂

k)(z)]
)

because λk(z) = 0 when τk+1
x,a = ∞. Hence

Q̂k+1(z) = Q̂k(z) + λk(z)
(
M(ηk, Q̂

k)(z)− Q̂k(z) + ξk+1(z)
)

as desired.

For k ≥ 0 and z = (x, a) ∈ Z, it holds that

E[ξk+1(z)|Ik
z ] = 1{τk+1

x,a <∞}

(
E[Gk+1

x,a |Ik
z ]−H(εk, Q̂

k)(z)
)
= 0.
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Indeed, on {τk+1
x,a < ∞}, we have E[Gk+1

x,a |Ik
z ] = Qπ̂k(x, a) (i.e. E[Gk+1

x,a |Ik
z ] = H(εk, Q̂

k)(x, a), see
Step 1): recalling (10),

E[Gk+1
x,a |Ik

z ] =E
[
Rk+1

τk+1
x,a +1

∣∣∣Ik
x,a

]
+ γE

[∑
t∈N

γtRk+1

τk+1
x,a +2

∣∣∣Ik
x,a

]
=

∑
y∈X

P (x, a, y)g(x, a, y) + γE
[
EX

τ
k+1
x,a +1

,π̂k [G]
∣∣∣Ik

x,a

]
by the strong Markov property, recall (1) and (2). Recalling that Vπ(x) = Ex,π[G], (4) and (6),
this gives

E[Gk+1
x,a |Ik

z ] = r(x, a) + γ
∑
y∈X

P (x, a, y)Vπ̂k(y) = Qπ̂k(x, a)

as desired.

Moreover,

E[(ξk+1(z))
2|Ik

z ] = 1{τk+1
x,a <∞}Var[G

k+1
x,a |Ik

z ] ≤ 1{τk+1
x,a <∞}E[(G

k+1
x,a )2|Ik

z ].

As previously, using that (u+ v)2 ≤ 2u2 + 2v2, we find that on {τk+1
x,a < ∞},

E[(ξk+1(z))
2|Ik

z ] ≤ 2
∑
y∈X

P (x, a, y)

∫
R
z2S(x, a, y, dz) + 2γ2E

[
EX

τ
k+1
x,a +1

,π̂k [G2]
∣∣∣Ik

x,a

]
.

The first term is bounded by 2K, where K = sup(x,a)∈Z,y∈X
∫
R z2S(x, a, y, dz) (see Setting 1). The

second term is bounded, because supx∈X ,π Ex,π[G
2] < ∞: thanks to the Minkowski inequality,

Ex,π[G
2] ≤

(∑
t∈N

γtEx,π[R
2
t+1]

1/2
)2

≤ K

(1− γ)2
.

All in all, we have proved that

E[(ξk+1(z))
2|Ik

z ] ≤ 2K +
2γ2K

(1− γ)2
.

By assumption, see (11), the three conditions limk ηk(z) = limk εk(x) = 0,
∑

k≥0 λk(z) =∑
k≥0 1{τk+1

x,a <∞}αk(x, a) = ∞ and
∑

k≥0(λk(z))
2 =

∑
k≥0 1{τk+1

x,a <∞}(αk(x, a))
2 < ∞ are a.s.

fulfilled for all z = (x, a) ∈ Z.

By Proposition 11, we deduce that a.s., for all z = (x, a) ∈ Z, limk Q̂
k(x, a) = Q∗(x, a). □

6. Convergence of the first-visit algorithm

We now handle the

Proof of Theorem 5. The first-visit algorithm is a particular case of the general algorithm, namely
when choosing Q̂0 = 0 (so that π̂0(x, a) = |Ax|−1 for all (x, a) ∈ Z) and, for all k ≥ 0 and
(x, a) ∈ Z, νk(x, a) = µ0(x)π̂

k(x, a), εk(x) = (1 +Nk(x))
−θ and αk(x, a) = (Nk+1(x, a))

−1, where

we recall that (with the convention that
∑0

i=1 = 0)

Nk(x, a) =

k∑
i=1

1{τ i
x,a<∞} and Nk(x) =

∑
a∈Ax

Nk(x, a).
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Observe that αk(x, a) is indeed Fk ∨ Gk+1

τk+1
x,a

-measurable. Indeed, the only issue is to check that for

all k ≥ 0, all (x, a) ∈ Z, we have

Q̄k+1(x, a) = (1− αk(x, a)1{τk+1
x,a <∞})Q̄

k(x, a) + αk(x, a)1{τk+1
x,a <∞}G

k+1
x,a ,

but this immediately follows from the definition (14) of Q̄k+1 and the facts that Nk+1(x, a) =
Nk(x, a) + 1{τk+1

x,a <∞} (when k = 0, this also uses that Q̄0(x, a) = 0).

To show that Theorem 3 applies, we only have to verify (11). Assume for a moment that for
all (x, a) ∈ Z, limk Nk(x, a) = ∞ a.s. Then of course limk Nk(x) = ∞, whence limk εk(x) = 0 a.s.
Moreover, ∑

k≥0

αk(x, a)1{τk+1
x,a <∞} =

∑
k≥1

1{τk
x,a<∞}

Nk(x, a)
=

∑
ℓ≥1

1

ℓ
= ∞,

and ∑
k≥0

(αk(x, a))
21{τk+1

x,a <∞} =
∑
k≥1

1{τk
x,a<∞}

(Nk(x, a))2
=

∑
ℓ≥1

1

ℓ2
< ∞.

It thus only remains to show that for each (x, a) ∈ Z, that we now fix, limk Nk(x, a) = ∞ a.s.
First, since the family (Xi

0)i≥1 is i.i.d. and µ0 distributed with µ0(x) > 0, we conclude from the
law of large numbers that a.s.,

(23) Nk(x) ≥
k∑

i=1

1{Xi
0=x} ∼ µ0(x)k as k → ∞.

Next, since

Nk(x, a) ≥
k∑

i=1

1{Xi
0=x,Ai

0=a} =: Sk,

it suffices to show that limk Sk = ∞. We introduce Λk =
∑k

i=1 P(Xi
0 = x,Ai

0 = a|F i−1), so that
(Mk = Sk − Λk)k≥0 is a (Fk)k≥0-martingale (with S0 = Λ0 = 0). We recall that by construction,
see (13), for all i ≥ 1,

P(Xi
0 = x,Ai

0 = a|F i−1) = µ0(x)π̄
i−1(x, a) ≥ µ0(x)

εi−1(x)

|Ax|
=

µ0(x)

|Ax|(1 +Ni−1(x))θ
.

Hence (23) implies that limk Λk = ∞ a.s., because θ ∈ (0, 1]. For A > 0, we introduce the stopping
time σA = inf{k ≥ 0 : Sk ≥ A}. For all k ≥ 1, We have E[MσA∧k] = 0, i.e. E[SσA∧k] = E[ΛσA∧k].
Hence E[ΛσA∧k] ≤ A whence, by monotone convergence, E[ΛσA

] ≤ A. This implies that ΛσA
< ∞

a.s., whence σA < ∞ a.s. because limk Λk = ∞. Since this holds true for all A > 0, we conclude
that limk Sk = ∞ as desired. □

7. The case where the episodes are finite

In this section, we grant Assumption 6. We set Z△ = {(x, a) : x ∈ X \ △, a ∈ Ax}.

Proof of Remark 7. We start with (i). For a given starting point x ∈ X and two SM policies π, π′

coinciding on Z△, we can build the corresponding processes (X0, A0, X1, R1, A1, . . . , Xt, Rt, At, . . . )
and (X ′

0, A
′
0, X

′
1, R

′
1, A

′
1, . . . , X

′
t, R

′
t, A

′
t, . . . ) such that T△ = T ′

△ and

(X0, A0, X1, R1, A1, . . . , XT△−1,RT△−1, AT△−1, XT△)

=(X ′
0, A

′
0, X

′
1, R

′
1, A

′
1, . . . , X

′
T ′
△−1, R

′
T ′
△−1, A

′
T ′
△−1, X

′
T ′
△
).
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where T△, T ′
△ are the entrance times of (Xt)t≥0 and (X ′

t)t≥0 in △. Moreover, Rt+1 = R′
t+1 = 0 for

all t ≥ T△ = T ′
△, since the set △ is absorbing and since S(x, a, y, dz) = δ0(dz) as soon as x ∈ △.

Thus G = G′, where

G =
∑
t≥0

γtRt+1 =

T△−1∑
t=0

γtRt+1 and G′ =
∑
t≥0

γtR′
t+1 =

T ′
△−1∑
t=0

γtR′
t+1,

with the convention that
∑−1

t=0 = 0. Recalling (3), we conclude that indeed, Vπ(x) = Vπ′(x) for all
x ∈ X \ △. Finally, Vπ(x) = Vπ′(x) = 0 when x ∈ △.

For (ii), consider a positive SM policy π. Recall that when using π, the process (Xt)t≥0 is a
Markov chain with transition matrix Pπ(x, y) =

∑
a∈Ax

π(x, a)P (x, a, y). Clearly, Pπ(x, y) > 0 if

and only if Q(x, y) = maxainAx P (x, a, y) > 0. Hence we deduce from Assumption 6 that for all
x ∈ X , there are y ∈ △ and n ≥ 0 such that Pn

π (x, y) > 0. The state space X being finite, we
classically conclude that indeed, T△ = inf{t ≥ 0 : Xt ∈ △} < ∞ a.s. under Px,π for all x ∈ X . □

We next explain the

Proof of Remark 8. Here we use simultaneously the first-visit algorithm and the first-visit algorithm
with finite episodes.

For all (x, a) ∈ Z, we have Q̃0(x, a) = Q̄0(x, a) = Ñ0(x, a) = N0(x, a) = Ñ0(x) = N0(x) = 0.

Hence π̃0(x, a) = π̄0(x, a). Thus we can build the same first episode in both algorithms (stopped
when reaching △, at time T 1

△, for the second one). Since △ is absorbing whatever the policy and

since R1
t = 0 for all t ≥ T 1

△, we conclude that for all (x, a) ∈ Z△, τ̃1x,a = τ1x,a and G̃1
x,a = G1

x,a,

whence Ñ1(x, a) = N1(x, a), Ñ1(x) = N1(x) and Q̃1(x, a) = Q̄1(x, a).

Thus π̃1(x, a) = π̄1(x, a) for all (x, a) ∈ Z△, and we can build the same second episode in both
algorithms (stopped when reaching △, at time T 1

△, for the second one). Observe that this does

not require that π̃1(x, a) = π̄1(x, a) when x ∈ △, because such values are never used in the second
algorithm. Since △ is absorbing whatever the policy and since R2

t = 0 for all t ≥ T 2
△, we conclude

that for all (x, a) ∈ Z△, τ̃2x,a = τ2x,a and G̃2
x,a = G2

x,a, whence Ñ2(x, a) = N2(x, a), Ñ2(x) = N2(x)

and Q̃2(x, a) = Q̄2(x, a).

Iterating this argument, we find that π̃k(x, a) = π̄k(x, a) for all (x, a) ∈ Z△, all k ≥ 0. □

8. Counter-example

We assume here that γ ∈ (1/2, 1) ∩Q and we give the

Proof of Proposition 4. We recall that X = {e}, that A0 = {0, 1}, that P (e, 0, e) = P (e, 1, e) = 1,
and that S(e, 0, e, ·) = δ0 and S(e, 1, e, ·) = δ1. In other words, there is only one possible state and
two actions. When one chooses the action 0, the (deterministic) reward is 0, and when one chooses
the action 1, the (deterministic) reward is 1. There are of course two extremal SM policies, that
we denote by π0 and π1, and that are given by

π0(e, 0) = 1, π0(e, 1) = 0 and π1(e, 0) = 0, π1(e, 1) = 1.

Let us mention, although we will not use it, that using Theorem 2 and (6), with r(e, 0) = 0,
r(e, 1) = 1 and Pπ0

(e, e) = Pπ1
(e, e) = 1, one finds that Q∗(e, 0) = γ/(1− γ), Q∗(e, 1) = 1/(1− γ),
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1

2(1−γ)

1

2(1−γ) 1−γ

γ3−2γ

4(1−γ)

3−2γ

4(1−γ)

1−γ

γ

1+2γ

4(1−γ)

1+2γ

4(1−γ)
Z1

Z4

Z2

Z3

1

1−γ

Q
1

π
(e,.)

Q
0

π
(e,.)

1

u

v=u

1

v

Figure 1.

so that the optimal SM strategy is π∗ = π1 and that

Vπ0(e) = 0, Qπ0(e, 0) = 0, Qπ0(e, 1) = 1,

Vπ1(e) =
1

1− γ
, Qπ1(e, 0) =

γ

1− γ
, Qπ0(e, 1) =

1

1− γ
.

For Q : Z → R, we will use the notation Q = (u, v), where u = Q(e, 0) and v = Q(e, 1).

We now design Q̂0 = (u0, v0) and the families (νk)k≥0 and (αk)k≥0 such that when applying the
general algorithm with εk(e) = 0 for all k ≥ 0, the limit limk Vπ̂k(e) does a.s. not exist.

Step 1. We introduce the zones, see Figure 1,

Z1 =
{
(u, v) ∈ R2 : v > u > 1 and v ∈

( 1

2(1− γ)
,
1 + 2γ

4(1− γ)

)}
,

Z2 =
{
(u, v) ∈ R2 : v < u <

γ

1− γ
and v ∈

( 1

2(1− γ)
,
1 + 2γ

4(1− γ)

)}
,

Z3 =
{
(u, v) ∈ R2 : v < u <

γ

1− γ
and v ∈

( 3− 2γ

4(1− γ)
,

1

2(1− γ)

)}
,

Z4 =
{
(u, v) ∈ R2 : v > u > 1 and v ∈

( 3− 2γ

4(1− γ)
,

1

2(1− γ)

)}
.

We choose (u0, v0) in Z1 such that u0 ∈ Q and v0 ∈ R \Q and set Q̂0 = (u0, v0). We also fix

(24) q ∈ Q ∩
(
0,

γ

2
− 1

4

)
, whence q <

1

4
∧
(
γ − 1

2

)
∧
(γ
2
− 1

4

)
∧ 2γ − 1

3− 2γ
.
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For all k ≥ 0 and for a ∈ {0, 1}, we define (once the k − 1 first episodes have been built)

αk(e, a) =
qρk(a)

1 + Lk(a)
, where Lk(a) =

k∑
i=0

ρi(a) and ρi(a) =

{
1{a=0} if Q̂i ∈ Z1 ∪ Z3,

1{a=1} if Q̂i ∈ Z2 ∪ Z4,

and we set

νk(e, a) =

{
1{a=0} if Q̂k ∈ Z1 ∪ Z3,

1{a=1} if Q̂k ∈ Z2 ∪ Z4.

Step 2. We now check that for all k ≥ 0, all i ∈ {1, 2, 3, 4}, if Q̂k = (uk, vk) ∈ Zi with uk ∈ Q
and vk ∈ R \Q, then, with the convention that Z5 = Z1,

• Q̂k+1 = (uk+1, vk+1) ∈ Zi ∪ Zi+1 with also uk+1 ∈ Q and vk+1 ∈ R \Q;

• there is ℓ > k such that Q̂ℓ ∈ Zi+1.

This in particular implies that Q̂k belongs to Z1 ∪ Z2 ∪ Z3 ∪ Z4 for all k ≥ 0, so that the
definitions of αk and νk are sufficient to produce the whole algorithm.

(a) If first Q̂k ∈ Z1, then π̂k = π1 (recall (8) and that εk ≡ 0). Moreover, we have νk(e, a) =

1{a=0}. Hence τk+1
e,0 = 0 and τk+1

e,1 = 1, and Gk+1
e,0 = γ/(1− γ) and Gk+1

e,1 = 1/(1− γ). By (9) and
by definition of αk, we find

(25) uk+1 = (1− αk(e, 0))uk + αk(e, 0)
γ

1− γ
= uk +

q

1 + Lk(0)

( γ

1− γ
− uk

)
and vk+1 = vk.

Hence uk+1 ∈ Q and vk+1 ∈ R \Q, recall that γ ∈ Q by assumption. Moreover, Q̂k+1 ∈ Z1 ∪ Z2,
because vk+1 ̸= uk+1 and, using that uk ∈ (1, (1 + 2γ)/[4(1− γ)]) and that q < 1/4, see (24),

vk+1 = vk ∈
( 1

2(1− γ)
,
1 + 2γ

4(1− γ)

)
,

1 < uk < uk+1 < uk + q
( γ

1− γ
− uk

)
<

1 + 2γ

4(1− γ)
+ q

2γ − 1

1− γ
<

γ

1− γ
.

Assume next that Q̂ℓ ∈ Z1 for all ℓ ≥ k, then for all n ≥ k, we would have Ln(0) = Lk(0) + ℓ− k
and, by (25) and since un < (1 + 2γ)/[4(1− γ)] for all n ≥ k, for all ℓ ≥ k,

uℓ = uk +

ℓ−1∑
n=k

( γ

1− γ
− un

) q

1 + Ln(0)
≥ uk +

(2γ − 1)q

4(1− γ)

ℓ−1∑
n=k

1

1 + Lk(0) + n− k
.

This would imply that uℓ → ∞ as ℓ → ∞ and contradict the fact that Q̂ℓ ∈ Z1 for all ℓ ≥ k.

(b) If next Q̂k ∈ Z2, then π̂k = π0 and νk(e, a) = 1{a=1}. Hence τk+1
e,0 = 1 and τk+1

e,1 = 0, while

Gk+1
e,0 = 0 and Gk+1

e,1 = 1. By (9) and by definition of αk, we find

(26) uk+1 = uk and vk+1 = (1− αk(e, 1))vk + αk(e, 1)× 1 = vk − q

1 + Lk(1)
(vk − 1).

Thus uk+1 ∈ Q and vk+1 ∈ R \ Q. Moreover, Q̂k+1 ∈ Z2 ∪ Z3, because uk+1 ̸= vk+1 and, since
vk > 1/[2(1− γ)] and since q < γ − 1/2, see (24),

uk+1 = uk ∈
( 1

2(1− γ)
,

γ

1− γ

)
,

uk+1 = uk > vk > vk+1 > vk − q(vk − 1) > vk(1− q) >
1− q

2(1− γ)
>

3− 2γ

4(1− γ)
.
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If Q̂ℓ ∈ Z2 for all ℓ ≥ k, then for all n ≥ k, we would have Ln(1) = Lk(1)+n− k and, by (26) and
since vn > 1/[2(1− γ)] for all n ≥ k, for all ℓ ≥ k,

vℓ = vk −
ℓ−1∑
n=k

q(vn − 1)

1 + Ln(1)
≤ vk − (2γ − 1)q

2(1− γ)

ℓ−1∑
n=k

1

1 + Lk(1) + n− k
.

This would imply that vℓ → −∞ as ℓ → ∞ and contradict the fact that Q̂ℓ ∈ Z2 for all ℓ ≥ k.

(c) If now Q̂k ∈ Z3, then π̂k = π0 and νk(e, a) = 1{a=0}. Hence τk+1
e,0 = 0 and τk+1

e,1 = ∞, and

Gk+1
e,0 = 0. By (9) and by definition of αk, we find

(27) uk+1 = (1− αk(e, 0))uk + αk(e, 0)× 0 = uk − q

1 + Lk(0)
uk and vk+1 = vk.

Thus uk+1 ∈ Q and vk+1 ∈ R \ Q. Moreover, Q̂k+1 ∈ Z3 ∪ Z4, because vk+1 ̸= uk+1 and, since
uk > (3− 2γ)/[4(1− γ)] and q < (2γ − 1)/(3− 2γ), see (24),

vk+1 = vk ∈
( 3− 2γ

4(1− γ)
,

1

2(1− γ)

)
,

γ

1− γ
> uk > uk+1 > uk(1− q) >

(1− q)(3− 2γ)

4(1− γ)
> 1.

If Q̂ℓ ∈ Z3 for all ℓ ≥ k, then for all n ≥ k, we would have Ln(0) = Lk(0)+n− k and, by (27) and
since un > 1 for all n ≥ k, for all ℓ ≥ k,

uℓ = uk −
ℓ−1∑
n=k

qun

1 + Ln(0)
≤ uk − q

ℓ−1∑
n=k

1

1 + Lk(0) + n− k
.

This would imply that uℓ → −∞ as ℓ → ∞ and contradict the fact that Q̂ℓ ∈ Z3 for all ℓ ≥ k.

(d) If finally Q̂k ∈ Z4, then π̂k = π1 and νk(e, a) = 1{a=1}. Hence τk+1
e,0 = ∞ and τk+1

e,1 = 0, and

Gk+1
e,1 = 1

1−γ . By (9) and by definition of αk, we find

(28) uk+1 = uk and vk+1 = (1− αk(e, 1))vk +
αk(e, 1)

1− γ
= vk +

q

1 + Lk(1)

( 1

1− γ
− vk

)
.

Thus uk+1 ∈ Q and vk+1 ∈ R \ Q. Moreover, Q̂k+1 ∈ Z4 ∪ Z1, because vk+1 ̸= uk+1 and, since
vk < 1/[2(1− γ)] and since q < γ/2− 1/4, see (24),

uk+1 = uk ∈
(
1,

1

2(1− γ)

)
,

1 < uk+1 = uk < vk < vk+1 < vk + q
( 1

1− γ
− vk

)
<

1

2(1− γ)
+

q

1− γ
<

1 + 2γ

4(1− γ)
.

If Q̂ℓ ∈ Z4 for all ℓ ≥ k, then for all n ≥ k, we would have Ln(1) = Lk(1)+n− k and, by (28) and
since vn < 1/[2(1− γ)] for all n ≥ k, for all ℓ ≥ k,

vℓ = vk +

ℓ−1∑
n=k

q

1 + Ln(1)

( 1

1− γ
− vn

)
≥ vk +

q

2(1− γ)

ℓ−1∑
n=k

1

1 + Lk(1) + n− k
.

This would imply that vℓ → ∞ as ℓ → ∞ and contradict the fact that Q̂ℓ ∈ Z4 for all ℓ ≥ k.

Step 3. We conclude that Vπ̂k(e) does not converge as k → ∞, because Vπ̂k(e) = Vπ1(e) =

1/(1−γ) for those k’s such that Q̂k ∈ Z1 ∪Z4 (there are infinitely many such k’s by Step 2), while
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Vπ̂k(e) = Vπ0
(e) = 0 for those k’s such that Q̂k ∈ Z2 ∪ Z3 (there are infinitely many such k’s by

Step 2). It only remains to show (11). But, recalling the definition of αk and that τk+1
e,0 < ∞ when

Q̂k ∈ Z1 ∪ Z3, see Steps 2-(a)-(c), we find∑
k≥0

αk(e, 0)1{τk+1
e,0 <∞} =

∑
k≥0

q1{Q̂k∈Z1∪Z3}

1 +
∑k

i=0 1{Q̂i∈Z1∪Z3}

=
∑
ℓ≥1

q

1 + ℓ
= ∞.

We used that
∑k

i=0 1{Q̂i∈Z1∪Z3} = ∞ by Step 2. Next,

∑
k≥0

(αk(e, 0))
21{τk+1

e,0 <∞} =
∑
k≥0

q21{Q̂k∈Z1∪Z3}

(1 +
∑k

i=0 1{Q̂i∈Z1∪Z3})
2
=

∑
ℓ≥1

q2

(1 + ℓ)2
< ∞.

Similarly, using that τk+1
e,1 < ∞ when Q̂k ∈ Z2 ∪ Z4, see Steps 2-(b)-(d),∑

k≥0

αk(e, 1)1{τk+1
e,1 <∞} =

∑
k≥0

q1{Q̂k∈Z2∪Z4}

1 +
∑k

i=0 1{Q̂i∈Z2∪Z4}

=
∑
ℓ≥1

q

1 + ℓ
= ∞,

because
∑k

i=0 1{Q̂i∈Z2∪Z4} = ∞ by Step 2, and

∑
k≥0

(αk(e, 1))
21{τk+1

e,1 <∞} =
∑
k≥0

q21{Q̂k∈Z2∪Z4}

(1 +
∑k

i=0 1{Q̂i∈Z2∪Z4})
2
=

∑
ℓ≥1

q2

(1 + ℓ)2
< ∞.

The proof is complete. □

Appendix A. Quick proofs of know results

Here we recall, for the sake of completeness, the

Proof of Theorem 2. We adopt the notation introduced in Subsections 2.1 and 2.2.

Step 1. For f : X → R and x ∈ X , we set T (f)(x) = maxa∈Ax
[r(x, a) + γPf(x, a)], where

Pf(x, a) =
∑

y∈X P (x, a, y)f(y). For f, g : X → R, it holds that

||T (f)− T (g)||∞ = γ max
x∈X ,a∈Ax

|Pf(x, a)− Pg(x, a)| ≤ γ||f − g||∞.

Since γ ∈ [0, 1), we conclude that there exists a unique function Ṽ : X → R such that T (Ṽ ) = Ṽ .

Step 2. For N ≥ 1, set GN =
∑N−1

t=0 γtRt+1. For any policy Π, any x ∈ X , set V N
Π (x) =

Ex,Π[GN ]. Let 0 : X → R be the null function. For all x ∈ X , it holds that

V N
Π (x) ≤ T ◦N (0)(x).

It suffices to show that for all k ∈ [[1, N ]],

Ex,Π

[ N−1∑
t=N−k

γtRt+1

∣∣∣HN−k, AN−k

]
≤ γN−kT ◦k(0)(XN−k),

recall that Ht was defined in Subsection 2.1. With k = N , this gives the result. First, when k = 1,

Ex,Π

[
γN−1RN

∣∣∣HN−1, AN−1

]
= γN−1r(XN−1, AN−1) ≤ γN−1T (0)(XN−1).
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Next, assuming that the inequality holds true for some k ∈ [[1, N − 1]],

Ex,Π

[ N−1∑
t=N−k−1

γtRt+1

∣∣∣HN−k−1, AN−k−1

]
≤Ex,Π[γ

N−k−1RN−k|HN−k−1, AN−k−1] + Ex,Π[γ
N−kT ◦k(0)(XN−k)|HN−k−1, AN−k−1]

=γN−k−1
(
r(XN−k−1, AN−k−1) + γPT ◦k(0)(XN−k−1, AN−k−1)

)
≤γN−k−1T ◦(k+1)(0)(XN−k−1).

Step 3. We show here that for all policy Π, all x ∈ X , we have VΠ(x) ≤ Ṽ (x). This of course

implies that V ∗(x) ≤ Ṽ (x) for all x ∈ X .

We have VΠ(x) = limN→∞ V N
Π (x), because, recalling Setting 1,

|VΠ(x)− V N
Π (x)| ≤

∑
t≥N

γt|Ex,Π[RN ]| ≤ ||g||∞
∑
t≥N

γt → 0.

Hence by Step 2, VΠ(x) ≤ limN→∞ T ◦N (0)(x). This last quantity equals Ṽ (x) by Step 1.

Step 4. For any SM policy π, for f : X → R and for x ∈ X , we set Tπ(f)(x) = rπ(x)+γPπf(x),
recall (5). We check in this step that Vπ is the unique fixed point of Tπ.

First, Tπ is a contraction, since ||Tπf − Tπg||∞ = γ||Pπf − Pπg||∞ ≤ γ||f − g||∞. Next,

Vπ(x) = Ex,π

[
R1+

∑
t≥1

γtRt+1

]
= rπ(x)+γEx,π

[
Ex,π

[∑
t≥1

γt−1Rt+1

∣∣∣H1

]]
= rπ(x)+γEx,π[Vπ(X1)].

Since Ex,π[Vπ(X1)] = PπVπ(x), we conclude that Vπ(x) = rπ(x) + γPπVπ(x) = Tπ(Vπ)(x).

Step 5. Let π∗ be a SM policy satisfying

(29) π∗
(
x, argmax Q̃(x, ·)

)
= 1 for all x ∈ X , where Q̃(x, a) = r(x, a) + γP Ṽ (x, a).

Here we prove that then, Ṽ = Tπ∗(Ṽ ). By Step 4, we will conclude that Ṽ = Vπ∗ , whence Vπ∗ ≥ V ∗

by Step 3. By definition of V ∗, this implies that Vπ∗ = V ∗ = Ṽ .

By definition, see Step 1, we have, for all x ∈ X ,

Ṽ (x) = max
a∈Ax

[r(x, a) + γP Ṽ (x, a)] =
∑
a∈Ax

[r(x, a) + γP Ṽ (x, a)]π∗(x, a)

by (29). Hence

Ṽ (x) = rπ∗(x)+γ
∑
a∈Ax

∑
y∈X

P (x, a, y)Ṽ (y)π∗(x, a) = rπ∗(x)+γ
∑
y∈X

( ∑
a∈Ax

P (x, a, y)π∗(x, a)
)
Ṽ (y),

i.e. Ṽ (x) = rπ∗(x) + γPπ∗ Ṽ (x) = Tπ∗(Ṽ )(x).

Conclusion. By Step 5, we know that Ṽ = V ∗. Hence Q̃ = Q∗ (see (4) and (29)), so that π∗

satisfies (7) if and only if it satisfies (29). Such a SM policy π∗ satisfies Vπ∗(x) = V ∗(x) for all
x ∈ X by Step 5, which shows (i).
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Let now π by any SM policy. Recalling (6), we have Qπ = r+ γPVπ ≤ r+ γPV ∗ = Q∗, see (4).
We have seen that Vπ = Tπ(Vπ) = rπ + γPπVπ in Step 4. Moreover, we have∑
a∈Ax

Qπ(x, a)π(x, a) =
∑
a∈Ax

r(x, a)π(x, a) + γ
∑
a∈Ax

PVπ(x, a)π(x, a) = rπ(x) + γPπVπ(x) = Vπ(x).

Finally,

Qπ(x, a) = r(x, a) + γ
∑
y∈X

P (x, a, y)Vπ(y) = r(x, a) + γ
∑
y∈X

P (x, a, y)
∑
b∈Ay

Qπ(y, b)π(y, b),

and we have checked (ii).

If π∗ satisfies (7) (or equivalently (29)), then Qπ∗ = r + γPVπ∗ = r + γPV ∗ = Q∗ because
Vπ∗ = V ∗. Moreover, recalling Steps 1 and 5,

V ∗(x) = Ṽ (x) = max
a∈Ax

[r(x, a) + γP Ṽ (x, a)] = max
a∈Ax

[r(x, a) + γPV ∗(x, a)] = max
a∈Ax

Q∗(x, a),

and, by point (ii) applied to π∗,

Q∗(x, a) = r(x, a) + γ
∑

(y,b)∈Z

P (x, a, y)π∗(y, b)Q∗(y, b) = r(x, a) + γ
∑
y∈X

P (x, a, y) max
b∈Ay

Q∗(y, b)

by (7). This proves (iii). □

Finally, we recall the

Proof of Lemma 12. A simple computation shows that for all k ≥ 0,

(30) E[Z2
k+1|Gk] ≤ (1− θk)

2Z2
k + Cθ2k = (1 + θ2k)Z

2
k + Cθ2k − 2θkZ

2
k .

We set γ0 = 1 and M0 = Z0, N0 = Z0. For k ≥ 1, we set γk = [
∏k−1

ℓ=0 (1 + θ2ℓ )]
−1 and introduce

Mk = γkZ
2
k − C

k−1∑
ℓ=0

γℓ+1θ
2
ℓ and Nk = Mk + 2

k−1∑
ℓ=0

γℓ+1θℓZ
2
ℓ .

One easily checks, using (30) and that γk+1 is Gk-measurable, that (Mk)k≥0 and (Nk)k≥0 are two
supermartingales. Let now L :=

∑∞
k=0 γk+1θ

2
k ≤

∑
k≥0 θ

2
k, which is a.s. finite by assumption.

Since Nk ≥ Mk ≥ −CL for all k ≥ 0, both M∞ = limk Mk ∈ R and N∞ = limk Nk ∈ R a.s. exist.
Using again that

∑
k≥0 θ

2
k < ∞, we deduce that γ∞ = limk γk > 0 a.s. We first conclude that

ℓ := lim
k

Z2
k =

M∞ + CL

γ∞
∈ R+

a.s. exists, and next that

2
∑
k≥0

γk+1θkZ
2
k = N∞ −M∞ ∈ R+ a.s.

This tells us that necessarily ℓ = 0 a.s. because γ∞ = limk γk > 0 a.s. and
∑

k≥0 θk = ∞ a.s. by
assumption. □
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