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@ Random vectors
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Random vectork

@ A random vector is the collection of a bnite number of random
variablesXy, ..., Xq in a vector X= ( X4,...,Xq) ! RY.

e The joint distribution of X =(X4,...,Xy), denoted byPyx or

Px(A) = P((X1,...,Xq) ! A).

e The distribution of an elemenX, of a random vector
X =(Xq,...,Xq) Is called themarginal distribution of X.

e The cumulative distribution function Fx :RY9 " [0,1] of X is
debned by

Fu(ty, ..., tg) = POX1 # tq,..., Xq # tg), (t1,...,tg)7 ! RY.
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Random vectord

e The characteristic function ! x : RY" C of X is debned as

, #$ &

()= E €' = E exp i tX¢ , t=(ty,...,tg)7 ! RO,
k=1

e The mean vector of X is the column vector of the expectations of thi
elements of X given by

( +
E[X4]
E[X>]

E[X] =

E[>.(d]
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Joint and marginal densities

DePnition
We say that(X,Y) hasjoint density f : R>" R, if for any setA $ R?

P(X,Y)! A= ) f(X,y)dxdy.
A

In this case, for every functioh,

E['(X,Y)]= - L (X, y)f (X, y)dxdy.

I
This quantity is well-debned either!if% O orif |!|f < +&.
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Joint and marginal densitids
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Joint density of(X,Y), whereX andY are independeni (0, 1).
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Joint and marginal densitid$

Debnition

Let (X,Y) be a random vector. If the marginal distribution ¥f (or Y) is
continuous, its density is called thmarginal density of X (or Y).

Proposition
Let (X,Y) be a random vector with density(x,y). Then X has a density

fx given by
fx (x) = j §lag) J‘é
Likewise,Y has densityfy glven byfy (y) ™

X!Rf(x,y)dx.
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Joint and marginal densiti8g

Exercise

Let (X,Y) be a random vector with density
f(X,y)=(x+y)li1 010X, Y).
e Show thatf Is indeed a density.

e Compute the marginal density of.
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Joint and marginal densiti¥s

It occurs thatX andY both have densities, while the random vector
(X,Y) has not.

Exercise
o LetX (E (1) andY = 2X.

@ Note that the random vecto(X, Y ) lies on the lineD = {y = 2x}
almost surely, that IP((X,Y)! D)= 1L

e Show that(X,Y) Is not continuous.
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Independence of random varialbles

DePnition
Let X1, X2, ... be random variables debned on the same probability spa

(ll ,P)
e We say thatXy, ..., X, are (mutually) independent if for all events
Bl1 ey Bn;

o
P(Xy! B, X2! Ba,...,Xn! Ba)=  P(X ! B).

=1

e We say that the random variables;, Xo, ... areindependent and
identically distributed (i.i.d.) if, for everyn, X4,..., X, are
Independent and the random variabl¥s have all the same law.
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Independence of random varialbles

Proposition
@ Let X1, Xo,..., X, be independent and integrable random variables.

Then .
E[XaX2...%Xa] = 1 ELXS) . Elxd]

Proposition

Q@ Let X1, Xy, ..., X, be independent and4,...,!, be some functions.

Then
XY

= LX), (K)o a(Ke) "(\f\okz(?@(/\o%m{ (—\L>

o df, rrl\oreover,! (X ) ! LY, then
%) s EDPIELeT) — e
0 E [!zl(xl)! 2(X2) .. 1 a(X)]=  ELA! M} ?E[Qﬁz.(?ﬂ--- =

NN
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Independence of random varialbles

Proposition

For any random variableX, ..., X, the following assertions are
equivalent:

Q@ Xq,...,X,are im&a(?@mo%u(-

@ The cumulative distribution functiorfrx of the random vector

X =(Xy,...,X,) can be factorized as follows
= Ut Xuets)

FX(tl,...,tn) — —’4‘)(4({4\.., —-‘—\"X“('E“’) \J' 'L,“._;“lvu\@—@

@ The characteristic function x of the random vector X= ( X1, ..., Xp)

can be factorized as follows 1 e
T El_—ex@‘k kéf th&Z] - LI‘[E/‘ - ]

| x(t1, ... th) = T g (=) VeeeR

axb a L
c s e e
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Independence of random vanalb‘lés I

iQ (fa —, (&7
Proposition _ 2 % )
P Jfrw/)(@ ‘ Ty
Let X andY be two random variables. ;\5 g, @) ﬁr@ fo)f,

Q@ If X andY are independent and contlnuous@wnh densﬁgsandfy,
then the random vecto(X, Y ) Is continuous with density

f(X,Y)(X,y) — ]([)X (Q) f\/ (a')

@ Conversely, I{X,Y) has a densityx vy and if there are functiong;
and g> such that the joint density can be written as a product

fx vy(X,y) = g1(X)g2(y), for (almost) allx,y ! R,
then X,Y are f{\no\Q\V@m}&nﬁ.
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Independence of random variabes

NS Apia (2) TC,«?)((’)

aA (‘1)
aw_(q) = 9 Ao (07 - C‘?‘/ (3)
Exercise T g 9@
Let (X,Y) be a random vector with densiti(X, y) = 6x Y1 x.y) (0,172
o Show thatX andY are independent/ o Lo o © Ag )

e Determine the marginal densities &f and Y .
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Independence of random variabMes

Independent continuous random variables never take the same value:

Proposition
Let X1, X2, ... be a sequence of independent random variables with
densitiesf,,k = 1,2.... Then the random variableXq, X,, ... are all

pairwise distinct with probability one, that is,

T\D(XH‘X&)*‘Q) =1
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Sums of independent random variables

Let X andY be random variables. What can we say about Y ?
e By linearity of the expectation

E[X + Y]= E[X]+ E[Y].
o If X andY areindependent,

Var(X + Y) = Var(X) + Var(Y).

o 2
L E 1 (x+y) 2] —Q:ffxw})
= £ [ + A j y el - @m} Wy _
= X LEY i €M)
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Sums of independent random varialdles

Theorem

Let X andY be independent random variables with densifiesnd g.
Then the sumX + Y has a density given by

fx+y(t)= 1) g(t),

whereu ™ f ) g (u) is the convolution function of f andg debned as

f)g(u)= | Rf(x)g(u* X)dx.
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Sums of independent random variables

Exercise
e Let X andY be i.i.d. with the exponential distributiof(1), i.e. with
densityf (x) = € *1ygo.
e Compute the density of the sutd = X + Y.
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Sums of independent random variables

The characteristic function is an elcient tool to handle sums of
Independent random variables.

Proposition

Let X andY be independent random variables. Then the characteristic
function of the sumX + Y Is given by

!X"'Y(t): qu(g) ¢7(JC) T oixe on
L = g@(?mxm%j rH?f e

{_3— E[@‘Jﬂl ]E[em]
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Sums of independent random variakles

e Let X andY be independent and normally distributed with
X (N (u,"d) andY (N (u2,"3).
e ThenX + Y Is also a gaussian random variable with

Xp+ Xo (N (Hy+ H2," T+ "5).

e For the proof uses the characteristic function of the normal
distribution N (p, " ?) given by

1 Y

| — ' *
I w(t) =exp Ity >
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Covariancé

£ ces

Debnition &:] L oo
Let X andY be random variables ib?. The covariance of X andY is

dePned by

Cov(X,Y)= E[(X* EIXD(Y * E[Y])]
E[XY]* E[X]E[Y].

[{\ ’

= X &Ygﬁ
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Covariancél

Proposition

Let X, Y, X, Y; ! L=

Q@ (Symmetry) Cov(X,Y) = Cov(Y, X).
@ (Bilinearity ) For any constantsy, b ! R,

( +
% %
gXi, bYjs =
i j

Cov(X,X)= \hr (x)

Cov”

Z; o ZE(\ G (X, )’d)
= {

© 066

If X andY are independentCov(X,Y) =
For any constant, Cov(X,c)= 0O

O

@u(X*Qy} = CO“(X’V>

Var(X + Y) = Nor ) + Voo () + Q (X
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Covarianceél|

DebPnition
Let X = ( X1,...,Xq) be a random vector such that, ! L? for
k=1,...,d. The covariance matrix Cov(X) of X is thed + d matrix

with entriesCov(X;, X;). More precisely,
( | +

Cov(X) = (Cov(Xi, Xj))ij = %

Cov(X;, Xj )
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CovariancdV

Example
@ Let Xq,...,Xq be ii.d.
@ The covariance matrix of X ( Xq,...,Xq) IS given by
"2 44a OJr
Cov(X) = * N
0 444"’ oy v

- (8%)eR”

where" 2 = Var(X1).

xol
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Covariance&/

Using vector and matrix notation, we obtain an expression of the
covariance matrix that is easier to handle.
Proposition
! 1]
Cov(X)= E (X* E[X])(X* E[X])'

Proposition
@ Any covariance matrixZov(X) is symmetric.

@ Any covariance matrixZov(X) Is positive semi-debnite, i.e. for all
t=(tq,...,tq) ! RY we have T Cov(X)t %0.
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Covariance/|

For linear transformations of a random vector, there are simple formulas
the mean and the covariance matrix.

Proposition

Let X! RY be a random vector with bnite covariance matrix. IMtbe a
p+ d matrix anda! RP a vector. Then the mean and the covariance

vector of the random vectoM X + a! RP are given by
EMX+ aj= HEX] v and CovMX+a)= Co [HX):H@UOQHT
= ELOw -2 (- mre)
= g Lnoee) (ke |
¢~ Lﬁ — —1
- (x-HXNTHT o

= MG (XM
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Correlation

Debnition

Let X,Y ! L% andVar(X) > 0 andVar(Y) > 0. The correlation or
PearsonOs correlation coelcient betweenX andY is debned by

, Cov(X,Y)
" Var(X)Var(Y)

Hx v =

We say thatX andY have
e positive correlation if #x vy > 0 and
e negative correlation If #x v < 0.
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Correlationl

o If X,, Y, then#x,y = 0.

e The correlation is invariant with respect to alne transformations: for
anya=0,b=0c,d! R,

Hax+cby+d = Signab)#x v,

where sigfu) = 1{u> 0} + 1{u < 0}.

Tabea Rebafka Probability Refresher Random vectors 28/29



Correlationll

Theorem

o *1# #X,Y# 1.

o #X,Y
o #X,Y

1/0
*1/0

a> 0b! R suchthatY = aX + b as.
a< 0,b! R suchthatY = aX+ b as.

The correlation#x y measures the degree bfiear dependence betweex

andY.
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